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Summary. In this paper R is a ring with unity, and o is endomorphism of the ring. We deal
with central Armendariz rings as a natural generalization of Armendariz rings. We investigate
a posibility of extending central Armendariz property from a ring to coresponding polynomial
or matrix extension. At the end of this paper we consider an interesting note on reduced rings.

1 INTRODUCTION

Throughout this article R denotes a ring with unity, R[x] is coresponding polynomial ring,
o denotes an endomorphism of R, R[x; o] denotes skew polynomial ring with the ordinary
addition and the multiplication subject to the relation xr = o(r)x, and R[[x; c]] denotes
power series ring. The notion of Armendariz ring is introduced by Rege and Chhawchharia
(see [2]). They defined a ring R to be Armendariz if f(x)g(x) = 0 implies a;b; = 0, for all
polynomials f(x) = ¥, a;x’ and g(x) = 2o bjx/ from R[x]. The motivation for those
rings comes from the fact that Armendariz had shown that the above reesult can be extended
to a class of reduced rings, i.e., rings without non-zero nilpotent elements. In [1] authors
introduced a class of central Armendariz rings. A ring R is called central Armendariz ring if
f(x)g(x) =0 implies a;b; € C(R), for all polynomials f(x) = XL, a;xt and g(x) =
2izo bjxj from R[x], where C(R) is center of a ring R. Clearly Armendariz rings are central
Armendariz rings. It is known from [1] that a class of central Armendariz rings is closed for
polynomial extensions and localizations, and that the central hhArmendariz rings are strictly
between Armendariz rings and abelian rings. As a generalization of o-skew Armendariz rings,
Onyang (see [4]) introduced a notion of weak o-skew Armendariz ring (see [3],[4].[5]). A
weak o-skew Armendariz ring R is a ring in which f(x)g(x) = 0 implies aiai(bj) is the
nilpotent element of R for all f(x) = Y-, a;x' and g(x) = fi b]-xj from R[x; o]. Chain
and Tong (see [5]) have proved that if R and S are rings and o is and isomorphism of rings R
and S and R is a-skew Armendariz ring, then S is cao ~1-skew Armendariz ring. In this paper
we give (see [3]) a variant of this theorem for weak skew-Armendariz rings. In our main
result we give an example of central Armendariz matrix ring T (n, R), for reduced ring R.

2 EXTENDING OF ARMENDARIZ PROPERTY

In this section we deal with posibility of extending the Armendariz property under ring
isomorphism (see [3]). From universal algebra we know that every homomorphism o of rings
R and S can be extended to the homomorphism of the corresponding rings of polynomials
R[x] and S[x] by 37, a;x' = Y™, o(a;)x!, which we also denote by ¢. Chain and Tong in

2010 Mathematics Subject Classification: 16U80.
Key words and Phrases: Armendariz rings, reduced rings.
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[5] prove that if ¢ is ring isomorphism of rings R and S and R is a-skew Armendariz, then S
is caoc™! skew Armendariz ring. We prove the weak skew Armendariz variant of this
theorem.

Theorem 2.1 ([3]) Let R and S be rings with a ring isomorphism a: R — S. If R is weak
a —skew Armendariz then S is weak cac ™1 —skew Armendariz.

Proof. Let f(x) =YY", a;x' and g(x) = =0 bjx’ be polynomials from the ring
S[x; cac™1]. We have to prove that f(x)g(x) = 0 implies ai(aaa‘l)ibj € nil(S), for all i
and j.

As we noted, o extends to the isomorphism of corresponding polynomial rings, so that

there exist polynomials f;(x) = Y™, ajx’ and g;(x) = 2o bjij from R[x] such that

fG) =0( fi(x) =X, o(a)dx” and g(x) = 0(g:1(x)) = XL o (bj)x’.

First, we shall show that f(x)g(x) = 0 implies f;(x)g.1(x) = 0. If f(x)g(x) =0, we
have

aghy + a;(cac ) (bg_1)+... tax(cac™)*(by) = 0,
for any 0 < k < m. From the definition of f; (x) and g;(x), we have
a(ap)o(by) + o(a))(cac Vo (b_1)+...+a(a})(cac H*a(by) = 0,
and using (cac™ 1)t = gato~! we obtain
aoby, + aja(by_)+...+a,a*(by) = 0,
which means that f; (x)g;(x) = 0 in the ring R[x; «].

It remains to prove that f; (x)g,(x) = 0 implies ai(aaa_l)i(bj) € nil(S). From the fact
that R is weak a-skew Armendariz we have a{ai(b]f ) € nil(R), and since

a; = 07 (a;),b; = a7 (b)), we have 6 (a)a'c "1 (b)) € nil(R).
This implies
o a))o aato T (b)) = o7 (a;(cac 1) (b)) € nil(R)
and finally we obtain
a;(cac™ 1) (b)) € nil(S), 0<i<m,0<j<n.

Hence S is weak cao ~1-skew Armendariz.

3 MATRIX CENTRAL ARMENDARIZ RING T(R,n)

In this section we give an example of matrix central Armendariz ring. For a ring R
consider a following set of triangular matrices
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A1 Q2 Q13 .. Qqp
0 Ayy Ay3 .. aZn]
TTL(R) = \‘0 O a33 e agnjl aU (- R .
o o o . a, )
We also consider the following set of triangular matrices over ring R
frao al az e an 1‘| \
| a; .. Ay |
T(R, n)—{ 0 ag .. Qsp IalER¥

5 ; A

which is subring of T, (R). It is well known that T,(R) and T(R,n) are subrings of the
triangular matrix rings with matrix addition and multiplication. Let @ be endomorphism of
ring R. It is well known that endomorphism a can be naturally extended to an endomorphism

a:T,(R) = T,,(R),

and
a:T(R,n) - T(R,n),
with:
[a11 A1 Q13 .. aln'| a(ay) a(a) a(az) .. a(agy)
IO Azz Q3 .. d2n [0 a(az) a(az) .. a(azn)
EKO 0 -a33 a3n) [0 0 a(azz) .. a(agn)L
IS S S/ A S SR M
and
[ao a; ags Qan- 1] a(ap) a(ay) a(ay) ... a(ap—q)
|O Ap a1 . Gp [0 a(ap) aa;) ... a(ap-2)
Ekf) 0 A3z - a3n =10 0 a(ass) ... a(asy) |
T SO/ S S SR

Theorem 3.1 If R is reduced ring then T (R, n) is central Armendariz ring.

Proof. From [1] we obtain that for reduced ring R, the factor ring R[x]/(x™) is central
Armendariz, for all n > 2. We use the ring isomorphism f: R[x]/(x™) = T(R,n) given by

flag+ ajx+...+an,_1x™ 1+ (x™) = (ag, ay,...,An_1),

where (x™) is ideal in R[x] generated with x™, and (aq, a4, ..., ay_1) is a breaf representation
for a matrix from T(R, n). Therefore T (R, n) is central Armendariz ring.
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We end this section with our result from [3], in which we give sufficient condition for the
power series ring R[[x; o]] to be reduced.

Theorem 3.2 If an endomorphism o of a reduced ring R satisfies so called compatibi-lity
condition: ac(b) = 0 & ab = 0, then the power series ring R[[x; o]] is reduced.

Proof. Let f(x) = Y2, a;x* and (f(x))? = 0. It is clear that a2 = 0, so that a, = 0. Now
from the compatibility condition a;0(a;) = 0 implies a? = 0, but since R is reduced we have

a; = 0. By induction argument we have a; = 0 for all i. This means that f(x) = 0 and so
R[[x; o]] is reduced.

Without compatibility condition the previous theorem is not true. Since for the ring
R =7, @ Z, and o defined by o(a,b) = (b,a), it is easy to check that R[[x;c]] is not
reduced. Observe that (1,0)(0,1) = (0,0) but (1,0)a(0,1) # (0,0).
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Summary. The theory of almost periodic functions and almost automorphic functions in
Banach spaces is a rapidly growing field of research. Concerning applications to the abstract
partial differential equations in Banach spaces, one of the fundamental questions is the
invariance of almost periodicity and almost automorphy under the action of convolution
products. In the paper under review, we analyze the invariance of Doss almost periodicity
and Besicovitch-Doss almost periodicity under the actions of convolution products. We thus
continue our recent research studies by investigating the case in which the solution
operator family under our consideration has special growth rates at zero and infinity. The
results obtained in this paper can be incorporated in the qualitative analysis of solutions to
abstract (degenerate) inhomogeneous fractional differential equations in Banach spaces.

1 INTRODUCTION

Let (X,II-1) and (Y, - Il), be two non-trivial complex Banach spaces, and let L(X,Y) be
the space consisting of all linear continuous operators from X into Y; L(X)=L(X,X).
By Il v, we denote the norm in L(X,Y).

The results obtained in [10], concerning the invariance of Besicovitch-Doss almost
periodicity under the actions of convolution products, are applicable in the case that the
solution operator family (R(t)).., < L(X,Y) satisfies the estimate

j: @+8) IR(E) Il iy, dt < 0. (1.1)

This, in particular, holds if there exists a finite constant M > 0 such that the following holds:
IR(t) Il v, < Me™t”, t > 0 for some finite constants ¢ >0, 8  (0,1].

Therefore, the results from [10] can be applied to a large class of abstract (degenerate) inho-
mogeneous differential equations of first order in Banach spaces.

On the other hand, in the theory of abstract (degenerate) fractional differential equations in
Banach spaces, the estimate

2010 Mathematics Subject Classification: 43A60, 47D06.
Key words and Phrases: Doss almost periodic functions, Besicovitch-Doss almost periodic functions,
Convolution products.
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p-1
IRE) Il (x v,<M 57 t > 0 for some finite constants y >1, # € (0,1],M >0 (1.2)
’ +
plays a crucial role. In the case that -y > -1, which naturally appears in applications, the

estimate (1.1) does not hold so that the results of [10] cannot be applied; see [6], [9]-[11]
and references cited therein for more details about the subject.

The main purpose of this paper is to analyze the invariance of Doss p -almost per-
iodicity and Besicovitch-Doss p -almost periodicity under the actions of infinite convolu-
tion product

G)=t> [ RE-9)g(9)ds teR (1.3)
and finite convolution product
H(t) = j; R(t—9)[g(s)+q(s)]ds, t >0 (1.4)

where 1< p < oo, (R(t)),., satisfies the estimate (1.1), g(-) is Doss p -almost periodic or
Besicovitch-Doss p -almost periodic, and q(-) is vanishing in time, in a certain sense.

The organization of paper is briefly described as follows. After giving some necessary
facts about fractional calculus and types of fractional derivatives used in the paper, we ana-
lyze Doss almost periodic f unctions and Besicovitch-Doss almost periodic functions in
Subsection 1.1. Our main contributions are given in Section 2 (Theorem 2.1, Theorem 2.4
and Proposition 2.2, Proposition 2.5); in Subsection 2.1, we present some applications of
our abstract theoretical results established.

Fractional calculus and fractional differential equations are rapidly growing fields of
research, due to their invaluable importance in modeling real world phenomena appearing in
many fields of science and engineering, such as astrophysics, electronics, diffusion, chemi-
stry, biology, aerodynamics and thermodynamics. For more details, see [7]-[9] and referen-
ces cited therein. In this paper, we use the Weyl-Liouville fractional derivatives and Caputo

fractional derivatives. The Weyl-Liouville fractional derivative D/, u(t) of order y € (0,1) is

defined for those continuous functions u:R — X such that t — It g, ,(t—s)u(s)ds, te Ris
a well-defined continuously differentiable mapping, by

D7 u(t) ::% [0, @-9)u@)s, tek
For further information about Weyl-Liouville fractional derivatives, we refer the reader to

[12].

10
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If >0and m=[«], then the Caputo fractional derivative D{u(t)is defined for those

m-1
functions ue C™*([0,0): X) such that g, *(u—>_u,g,,,) € C"([0,): X), by
k=0

D;Zu(t) [gm a (U Zukgku)]

dt™

For further information about Caputo fractional derivatives, we refer the reader to [9]. Here,
g, () :=t""/T(), where I'() denotes the Euler Gamma function (£ > 0).

Set (+0)* ;=400 for any number a > 0. We will use the following elementary lemma:

Lemma 1.1. Suppose that 1< p<oo and ¢:R —[0,%0) is a non-negative function. Then we
have

lim sup[(p(s)“”] = [Iim sup go(s)]l’p.

S—>+00 S—>+00

Proof. Clearly, with the common consent introduced above, we have

lim sup[(p(s)”p] = I|m sup[(p(y)”"] = I|m [supgo(y)]”p

S—>+0

= [ I|m sup go(y)]”p = [Ilmsup go(s)]”p

S—>+0

1.1 Doss almost periodic functions and Besicovitch-Doss almost periodic functions

Let 1< p<w,andlet I =Ror | =[0,).Let us recall that the set D c 1 is relatively dense
iff for each ¢ > 0 there exists | > 0such that any subinterval of | of length | contains at least
one element of set D. Following A. S. Besicovitch [2], for every function f e L} (R: X), we
set

loc

= nmsup[—j I (s) IPds]°;
t—+0

if f el ([0,0):X), then we set

e, _Ilmsup[ ju f(s) IPds]®.

t—>+00

It is well known that Il isa seminorm on the space MP(l: X) consisting of those

MP

L (I - X) -functions f () for which I f Il , <oo. Put

Kp(l X)) ={f e M (l:X):lf IIM,,:O}
and

Mo (12 X)=MP(1: X) K (1 X).

11
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The seminorm II- 1l on MP (I : X)induces the norm Il Il , on MP®(l : X), under which

M P (1 : X) becomes a Banach space.
A function f eL_(I:X) issaid to be Besicovitch p-almost periodic iff there exists a
sequence of X-valued trigonometric polynomials converging to f (-)in (M*(1: X),lI- o)

By BP(l: X) we denote the vector space consisting of all Besicovitch p -almost periodic
functions 1 — X.

We will use the following lemma (see [10, Proposition 2.4] for the case that | =[0,) and
the analysis of R. Doss [3, p. 478] for the case that | =R ):

Lemmal.2. Let 1< p<o,andlet qe L] (I:X).Then llq(t+-) Il forall tel.

loc MP :" q "/le

loc

Definition 2.3, Proposition 2.4, Corollary 2.5] for the case that | =[0,) ).

A function qe L} (I : X) issaid to be Besicovitch p -vanishing iff lig I ,=0 (see [10,

Following the fundamental researches of R. Doss [3]-[4], established for scalar-valued
functions, we have recently introduced the following notion in [10]:

Definition 1.3. Let 1< p<oo,and let f e L _(1: X).
Then it is said that f (-) is:
(i) B® —bounded iff Il f Il ,<oo.

(ii) B? —continuous iff

Iimlimsup[ift I f(s+7)—f(s) "pds]l/p =0,

=0y, 2t

in the case that | =R, resp.,

lim Iimsup[%.[; Il f(s+7)—f(s) "pds]l/p =0

=0+ (i

in the case that | =[0, ).

(iii) Doss p —almost periodic iff, for every ¢ >0, the set of numbers z € | for which
Iimsup[%'f_tt I f(s+7)—f(s) ||pds]1/p <e, (1.5)

t—+o0

in the case that 1 =R, resp.,

12
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Ilmsup[ j||f(s+f) f(s)IPds]' <,

t—>-+00

in the case that | =[0,x), is relatively dense in I.
(iv) Besicovitch-Doss p —almost periodic iff (i)-(iii) hold as well as, for every 1 € R, we
have that

lim limsup= [—I ||(J‘X+I j)e'ﬂsf(s)ds I ax]v» =o, (1.6)

=240 {510

in the case that | =R, resp.,

IlrﬂohﬂfUp [%j; ||(J'XX+I —_[Ol)e”S f(s)ds "”dx]“p =0
in the case that | =[0, ).

By BP(I:X) we denote the class consisting of all Besicovitch-Doss p-almost periodic
functions | — X. Before proceeding further, we would like to note that, in scalar-
valued case X =C, R. Doss has proved that B (I : X)=B"(l: X). Itis still unknown
whether this equality holds in vector-valued case (see [10] for the problem raised). By
D" (I : X) we de-note the class consisting of all Doss p-almost periodic functions | — X.

For more details about these classes of generalized almost periodic functions, we refer
the reader to the monograph [2] by A. S. Besicovitch, the survey article [1] by J. Andres, A.
M. Bersani, R. F. Grande, and the forthcoming monograph [11] by M. Kosti¢.

We also need the notion of Stepanov p-boundedness. A function f e L} (I : X) is said to
be Stepanov p-bounded iff

t+1
Ifll, = stl:||o(_[t Il f(s) IIpds)l’p < oo,

2 DOSS ALMOST PERIODIC PROPERTIES AND BESICOVITCH-DOSS
ALMOST PERIODIC PROPERTIES OF CINVOLUTIONS PRODUCTS

We start this section by stating the following result:

Theorem 2.1. Let 1/ p+1/g=1 and let (R(t))., = L(X,Y) satisfy (1.2). Let a function
g :R — X be Doss p-almost periodic and Stepanov p-bounded, and let q(4—1) > —1provi-
ded that p>1, resp. f =1 provided that p=1. Then the function G: R —Y, defined

13



M. Kostié¢

through (1.3), is bounded continuous and Doss p-almost periodic. Furthermore, if g(-) is
BP — continuous, then G(:)is BP —continuous, as well.

Proof. We primarily analyze the case that g(-) is Doss p-almost periodic with p >1and
explain certain differences in the proof provided that p =1; the assumption X=Y can be made.
Since g(:) is Stepanov p-bounded and q(f—1) > —1, a similar line of reasoning as in the proof
of [6, Theorem 2.1] shows that G(-) is bounded and continuous on the real line.

Now we will prove that G(-) is Doss p-almost periodic.

Let a number ¢ >0 be fixed. By definition, we can find a real number | > Osuch that any
interval 1 c Rof length | containsa point z €1 such that (1.5) holds with f =g therein.

Further on, there exists of a positive real number ¢ > 0satisfying
L <{ < l+ y— 3 (in the case that p=1, take any number ¢ € (1, y) and repeat the procedure).
p p

As in the proof of [6, Theorem 2.1], we may conclude that the integral
0
j_ Ig(s+t+z)—g(s+t) I° /@+]|s|)Pds
converges for any t € R as well as that there exists an absolute constant C>0 such that
1G(s+17)-G(s) I c:[j_0 lgW+s+z)—gu+s) I° /(@+ v ) dv]’P seR.
Using this estimate, the Fubini theorem and Lemma 1.1, we get that

Iimsup[%j_tt 1G(s+7)—G(s) IPds " <

t—>-+00

C Iimsup[%j_tt'[_o lg(+s+7)—g(v+s) IP /(+|v[*)Pdvds |'? =

t—>+0

=C Iimsup[jl%rt lglv+s+z)—g(v+s) P /(1+|v|é’)pdsdv]1/p =

t—+0

=C[Iimsupj0w%.[tt lg+s+7)—g(v+s) IP /(+ | v ) dsdv]*".

t—+0

Iimsup[%j_tt 1G(s+7)~G(s) IPds " <

t—+o0

, 1
Climsup| —

t»+oop[2t
C Iimsup[.[0 %jtt Ilgv+s+7z)—g(v+s) I /(1+|v|4)pdsdv]1/p =

t—+0

fttfo Ig+s+7)—g(v+s) IP /(L+|v[ ) dvds J'P =
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c:[nmsupj jug(v+s+r) g(v+s) IP /@+|v ) dsav]e.

t—+o0

By the reverse Fatou lemma, the above implies

nmsup[—j IG(s+7)-G(s) IPds]*? <

nmsup{—j lg(+s+7)—g(v+s) IPds pav]®.

t—>+0

0 1
C I —
gy
Keeping in mind Lemma 1.2, we get that, for every v <0,

limsup— jllg(v+s+r) g(v+s) IPds = limsup— Illg(s+r) g(s) I°ds,

t—-+00 t—+0

so that

nmsup[—j IG(s+7)—G(s) IPds]'? <

0 1 p Up _
C[LD (1+|v|§)p "?li‘;’p{_j lg(s+z)—g(s) ds}dv]
]:ljpl

C[Iltnsololp fllg(SH) 9(3)"pd5]”pU m

Applying again Lemma 1.1, we finally get

nmsup[—j IG(s+7)-G(s) IPds]'? <

t—+o0

C Ilmsup[—j lg(s+7)—g(s) I’ ds]JJp[J‘

t—+o0

o 0 dv o
o |v|4)P] < cdl g

This shows that G(:) is Doss p-almost periodic. Since the above computations holds for
each 7 e R, itis clear that the B — continuity of function g(-) implies that of G(-), as well.
The proof of the theorem is thereby complete.

Concerning the finite convolution product, we can state the following result which
immediately follows from Theorem 2.1 and the proof of [6, Proposition 2.3]:
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Proposition 2.2. Let q e L] ([0,0): X), 1/ p+1/g=1and let (R(t))., < L(X,Y) satisfy

loc

(1.2). Let a function g:R — X be Doss p-almost periodic and Stepanov p-bounded, and let
q(f -1 > —1provided that p>1, resp. =1, provided that p =1. Suppose that the function

t—Q(t) = j; R(t—s)q(s)ds, t >0 2.1)
belongs to some space F, of functions [0,) — Y, satisfying that

F, +Cy([0,0):Y) = F,. (2.2)

Then the function H(-), defined through (1.4), is continuous and belongsto the class
DO (Y)+ % , where DI*?P(Y) stands for the space of all restictions of Y-valued Doss p-
almost periodic functions from the real line to the interval [0, o).

Remark 2.3. Suppose that &, =B ([0,0):Y).  Since the sum of spaces D”(l:Y)and
By (1:Y)is DP(1:Y) (see the proof of [10, Proposition 2.6] for the case that 1 =[0,) ), the
extension of a function from B} ([0,):Y) by zero outside the interval [0,o) belongs to the
space B/ (R:Y), and (2.2) holds, we get that the resulting function H () belongs to the space

DI*»P(Y), as well. It is also worth noting that it is not clear whether a Doss p-almost period-
ic function defined on [0, 0) can be extended to a Doss p-almost periodic function defined on
the interval R.

Concerning the Besicovitch-Doss p-almost periodic functions, the situation is a little bit
delicate. It seems that the estimate (1.2) alone is not sufficiently enough to ensure the validity
of condition (1.6) for the function G(-) defined through (1.3).  In the following theorem, we

impose the additional condition (2.3) for the inhomogeneity g(-) under our consideration:

Theorem 2.4. Let 1/p+1/g=1 and let (R(t)),., = L(X,Y) satisfy (1.2). Let a function
g:R — X be Besicovitch-Doss p-almost periodic and Stepanov p-bounded, and let

q(f —1) > -1 provided that p>1, resp. £ =1, provided that p=1. Suppose, additionally, that
for every A € R and e > Othere exists a number |, > 0such that

% ([ - e a)ds <e, 121, v=o0. (2.3)

Then the function G:R — Y, defined through (1.3), is bounded continuous and Besicovitch-
Doss p-almost periodic.
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Proof. Let 1 € R. By Theorem 2.1, we only need to show that the function G(:) satisfies
(1.6). In order to that, choose a positive real number ¢ > 0satisfying

1 <{ < i+7/—ﬂ (in the case that p=1, we can take any number ¢ (1, ) and repeat the
p p

same procedure, again). Arguing similarly as in the proof of Theorem 2.1, we obtain that:

1[— j I [ e (s)as lIPax]

= j lf (II f )e (s - V)ds V||po| e
X+l B <
=T E‘L{ 1+ 1+5 (-[ J.)eusg(s ds "Lp[o ) "% "._q[o,oo)}de]Up
Mrprl X+ i1s ) o
= _[Z_tj—tjo (1+V§)p l(J.X _Io)e g(s—v)ds " dvdx]

Ml (=t 1 Xt el igs p Lp.
- T[EL’ J’tm"(jx —L)e g(s—v)ds lPaxav]?;

here, M denotes the constant from (1.2). Applying the reverse Fatou lemma and Lemma 1.1,
the above implies:

Iimsup}[lj't ||('|'X+I —Il)e”SG(s)ds II° ax]»
<—[—I J' Ilmsup{—j ||(IX+I J')e'“g(s v)ds |de} ;)p]yp

Ml pogt . 1 xH-v ey dv
ZT[Z_tIO .[_ttl|£r_1)ilojp{2—t_|._tt ||(L_VI —J‘_IV )e*g(s)ds ||pdx} {)p]”p.
Taking into account Lemma 1.2, we get from the above:

Iimsup}[ij't ||(J.X+I —jl)e”sG(s)ds "pdx]l”’
[—f J' timsup{ [ I [ e g (s)as oS dg)p]up

L2 o M [_I J- |Imsup{—J. "(IX*' J‘)emsg(s)ds "de} 4)p]
% MELL sl TG e g Irad T

Tt
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Take now any e > 0; then there exists |, > 0such that (2.3) holds. Furthermore, the equation
(1.6) holds with f=g so that there exists |, > 0such that

Irl popt .. 1 ¢t X+l N\ izs dv
gl L imsuetoe [ [ Jeatspas P andr-Sm ] <
forall 1 >1,.For | >1,,the estimate (2.3) yields that

I}[%L:Oj_ttlimsu it'[_tt||('[O'_j_'VV)eizsg(S)ds II° ax} dV{)p]yp <,

t—>+o0 2 (1+ \Y

finishing the proof.

Now it is quite simple to state the following analogue of Proposition 2.2 and Remark 2.3:

Proposition 2.5. Let g € L. ([0,%0) : X), 1/p+1/g=1 and let (R(t)),., < L(X,Y) satisfy (1.2).
Let a function g :RR — X be Besicovitch-Doss p-almost periodic and Stepanov p-bounded,

and let q(f# —1) > —1provided that p>1, resp. =1, provided that p=1. Suppose, addition-

ally, that for every 4 € Rand e >0 there exists a number |, >0such that (2.3) holds as well
as that the function Q(-) defined through (2.1) belongs to some space F, of functions
[0,0) >, satisfying that (2.2) holds.  Then the function H (-), defined through (1.4), is
continuous and belongs to the class B”*(Y) + % ,where B®*?(Y)stands for the space of

all restictions of Y-valued Besicovitch-Doss p-almost periodic functions from the real line to
the interval [0, ).

Remark 2.6. Suppose that %, =B/ ([0,0):Y). Then the resulting function H(-) belongs to

the space B!>*"(Y). It is not clear whether a  Besicovitch-Doss p-almost periodic function
defined on [0,0) can be extended to a Besicovitch-Doss p-almost periodic function defined
on R, as well.

2.1 Some applications

Basically, our results can be applied at any place where the variation of parameters for-
mula or some of its generalizations can be applied. For example, we can incorporate our
results in the analysis of abstract fractional inclusions with multivalued linear operators A
satisfying the condition (P) introduced by A. Favini and A. Yagi [5, p. 47]. Define the

resolvent operator families (S, (t)),., and (R, (t)).., generated by A asin[11] and [6]. Let
X, be a point of continuity of (S, (t)),.,, i.e., tIir(p S, (t)X, = X, Then there exist two finite

constants M, >0 and M, > Osuch that

18



M. Kostié¢

IR ) kMt teq and IR ) kMt t>1.

Let y €(0,1). A continuous function u:RR — X is said to be a mild solution of the abstract
fractional relaxation inclusion D/, u(t) e —Au(t) + f (t), t e R iff

u(t) = J_t R, (t—s)f(s)ds, t e R. A mild solution of the abstract fractional relaxation inclusion

Du(t) € Au(t) + f (t), t >0,

P :{ u(0) = %,

is any function u e C([0,0): X) satisfying that u(t) =S, (t)x, +.[0[ R (t—s)f(s)ds, t=0.

Keeping in mind the estimate (2.4) and the fact that tIim IS, (t) =0, it is clear how we

can apply Theorem 2.1 and Proposition 2.2 in the a nalysis of existence and uniqueness of
Doss p-almost periodic solutions (Besicovitch-Doss p-almost periodic solutions) of the

abstract fractional inclusions (2.5) and (DFP), . These results can be simply incorporated
in the study of qualitative properties of solutions of the fractional Poisson heat type equations
with the Dirichlet Laplacian A in L"(Q),where Q is an open bounded regionin R" (see

[11] and [6] for more details). Concerning applications of C-regularized semigroups (see [8]
and references cited therein for more details on the subject), it should be emphasized that we
are ina position to analyze the existence and uniqueness of Doss p-almost periodic sol-
utions (Besicovitch-Doss p-almost periodic solutions) of the initial value problems with
constant coefficients

D/ ut,)=> a, f“@tx)+f(tx),teR xeR"

<k
and

D/u(t,x) = > a, f@(t,x)+ f(t,x),t>0xeR",

lerl<k

u(0,x) =uy(x), xeR"

in the space L°(R"),where 1< p <ooand some extra assumptions are satisfied.

3 CONCLUSIONS

The main purpose of this paper is to analyze the invariance of Doss almost periodicity
and Besicovitch-Doss almost periodicity under the actions of finite convolution product
and infinite convolution product. ~ We briefly explain how our results can be employed in
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the qualitative analysis of solutions to abstract (degenerate) inhomogeneous fractional
differe-ntial equations in Banach spaces.
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Summary. The paper contains a further concretization of the variational approach to the theory
of systems of conservation laws described in the earlier author’s work. This approach involves the
development of methods for proving the existence and uniqueness theorems for generalized solutions
that are based on the search for critical points of functionals in Banach spaces. A new definition of
the generalized solution is proposed and its equivalence to the traditional one for the functions of
a simple structure is proved. A new strategy for proving existence and uniqueness theorems is
proposed. A number of illustrative theorems outlining the implementation of this strategy are
proved.

1 INTRODUCTION

The paper is devoted to further assessment of new approach to the theory of systems of
conservation laws, which was proposed in [1]. In order to give brief impression why any new
approach in the field of conservation laws seems to be necessary, we give below several
guidelines, these guidelines in no way pretend to reflect even a main topics in an extensive
literature on the conservation laws theory. As is known, the state of the art in the field of
quasilinear hyperbolic conservation laws systems is far from completeness. Still a sufficiently
complete theory has been constructed only for a single conservation law by S.N.Kruzhkov in
1970, [2]. In the case of systems, fairly general results have been obtained only for one spatial
variable and, as a rule, under the assumption that the variation range of the unknown functions
is small, see basic research [3] and later interpretation in, for example, [4]. In the framework
of present paper we set aside much more complex issues connected with the multidimensional
case and do not mention the corresponding researches and results. For one dimensional
systems, in order to remove smallness constraints, the vanishing viscosity method was used.
This method leads to excellent results in the case of one conservation law (Kruzhkov theory)
and in the case of systems it leads to the notion of measure-valued solutions [5]. Further the
general existence theorems for generalized solutions to systems of two hyperbolic
conservation laws (one spatial variable) with the aid of compensated compactness principle
were obtained. But then the vanishing viscosity method seems to become the stumbling block
for the theory because of the lack of necessary apriori estimates when the number of equations
equals or more than three.

Moreover there are the facts that can be interpreted in the sense that the vanishing viscosity
method, may be, is not very relevant to study the quasilinear systems of hyperbolic
conservation laws. First, certain systems of two conservation laws, which are strictly
hyperbolic, genuinely nonlinear have no classical solutions to Riemann problem and the
application of viscosity method gives the emergence of delta-functions along the shock lines
[6]. This seems inappropriate because there is no satisfactory interpretation how to deal with

2010 Mathematics Subject Classification: 35L65, 35A15, 58E30.
Key words and Phrases: Conservation laws, Generalized solutions, Variational approach, Critical points of the
functionals, Palais-Smale condition.
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delta-functions in nonlinear problems. The example of such systems considered in [6] is
shown below

u, +(u2—v) =0
’ (1)
vt+(u3/3—u)X =0,

here u=u(t,x),v=v(t,x) and (t,x)eR*xR, the subscripts t and x denote the

corresponding partial derivatives. Moreover, the system (1) can be obtained from the system
of isothermal gas dynamics via certain nonlinear transformation.

In addition the recent paper by D.Serr [7] studies the so-called divergence-free positive
symmetric tensors (DPT) and their connection with the fluid dynamics. The DPT is locally

integrable tensor T (y),y =(Y ¥y ), T ={Ty,i=L...,n; j=1...m}, which is positive

definite or positive semi-definite and Disz[ZaTij/aij =0. The divergence is
j= 1<i<n

understood in the weak sense. Many physical systems can be put in such a form including

Euler and Navier-Stokes systems. The main result of [7] is the discovery of new apriori

estimate for DPT, namely the finiteness of integral

J.(detT (y))ﬂ(mfl)dy < (detJ.T (y)dy)ll(ml) . (2)

In case of multidimensional gas dynamics which is considered as the one of most
important examples of conservation laws systems the estimate (2) yields the following
estimate

.
jdt I p'"Pdy < const, ©)
0

an
where p is the density and P is the pressure. The estimates like (3) rule out the possibility of

delta-shocks as in [6], which are obtained via vanishing viscosity method. Moreover, as it is
highlighted in [7] though the Navier-Stokes system has the form of divergent-free tensor it
lacks positivity and thus in general cannot provide estimates like (3). So [7] asserts that
vanishing viscosity method seems not suitable but the construction of a generalized solution
should involve an approximation process which is consistent with the estimate (3), i.e. for the
Euler equation the Boltzmann equation approximation or numerical schemes are proposed in
[7].

Taking into account the fact that abovementioned methods are known for a long time but
their application still seems does not lead to satisfactory constructions, in the present paper we
discus another possibility (see [1]) of approaching the notion of generalized solutions, which
is different from traditional approaches. Namely, we strive developing the notion of
generalized solution, which is based on the existence of critical points of functionals in
Banach space. As it can be seen below this task in fact requires much investigation and
therefore here we only establish the general framework for this new approach.

The paper is organized as follows. In section 2 we recall the very basic known definitions
and facts on the quasilinear conservation laws theory and introduce variational interpretation
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of these concepts in lines with [1]. Also we give certain new interpretation of some results
from [1] that are relevant to the topic of the present paper. In section 3 a new strategy for
proving existence and uniqueness theorems is proposed. A number of illustrative theorems
outlining the implementation of this strategy are proved though these theorems at the moment
are still far from the proof of any existence and uniqueness theorem. Finally in section 4
several concluding remarks are made.

2 AVARIATIONAL VIEW ON THE SYSTEMS OF CONSERVATION LAWS

Consider the Cauchy problem for the system of quasilinear conservation laws, which is
assumed to be strictly hyperbolic

U +F(U), =0, U(0x)=Uq(x), @)

where  (t,x) eIl ={(t,x):(t,x) [0, T]xR},  U(t,x)=(u(t,x),...u,(t,x))  and
F=(f..
(ul,...,un). The solutions to system (4) that take given initial values are understood in the

generalized sense with respect to the following conventional definition.
DEFINITION 1. Let U,(x)eR"be a bounded measurable function. A bounded and

measurable function U (t, x) in IT; is called a generalized solution to the problem (4) if, for
every test function goeC“O([O,T)xR) such that ¢ e C;’(R) for fixed t[0,T] and ¢ =0 for
T, <t<T,T, <T, the following integral identity holds:

ﬂ[ugpt+F(u)¢X]dxdt+£uo(p(o,x)dx:o. 5)

ey Iy

f ) is a sufficiently smooth (at least of class Cl(R”)) vector function of variables

It is well known that the relations (5) do not guarantee the uniqueness of a solution to the
problem (4). Thus an additional conditions are required for the function U(t,x). In the

modern literature it is believed that such conditions should have the form of entropy
inequalities (and this is true at least for the unknown functions with apriori small variation
range).

DEFINITION 2. Let us call convex positive function n(U)ecl(R”) an entropy for the

system in (4) if for the classical solutions an additional conservation law holds
1(V (%)) +(a(u (X)), =0. ©)

providing certain smooth enough flow function q(u;,...,u, ).

DEFINITION 3. The function U (t, x), which is the generalized solution to (4) in the sense

of Definition 1, will be called an entropy solution to the problem (4) if for every entropy
17(U) from the Definition 2 and test function ¢(t,x)>0 from the Definition 1 the following

inequality holds
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g[n(U)gﬂt+q(U)(pX]dxdt—kin(Uo)(p(O,X)dXZO. )

In the present paper we will not touch the questions of uniqueness, certain interpretation of
the notion of entropy solution from the variational point of view (see just below) can be found
in [1]. Here we are interested in the non-conventional procedure of seeking any weak solution
to system (4).

The main idea of variational approach that has been developed to a certain degree in [1] is
as follows. Let wus consider instead of function U(t,x) the functional

J:x(r)eC([0,T].R) > R",

J EiL(;’(,U)dr; L(7.U)=U (7, 2(7)) #(r)-F U (7, 2(7)) . (8)

It is shown in [1] that under certain regularity restrictions to U (t,x) the condition 6J =0
along some trajectory x =y, (t) implies that U (t,x) satisfies (4) in classical sense along
X = Zu (1) Where U (t,x) is smooth and at the points of intersection of x = g, (t) with

discontinuities of U (t,x) the Hugoniot relations hold. This means that having the aim of
seeking the generalized solutions to (4) it could be useful to consider instead of functions
U (t, x) the functionals J, and study the extremal properties of such functionals.

In order to further assess this idea we assume that U (t,x) belongs to the class K of

piecewise continuously differential functions with finite number of discontinuities. Such a
class was used by O.Oleinik in [8] and it is useful for the initial stages of construction of
theories connected with the systems of conservation laws (see also [1]). More precisely in [1],
in particular, the following theorem was proved.

THEOREM 4. Let U (t,x)e K, and suppose that there exists a trajectory
Yo (1)€CH([0,T],R) such that 53 =0 for this trajectory. Then, at the points X = y,,, (t)
where U(t,x) is smooth, equations (4) hold in the classical sense, and at the points of

intersection of ., (t) with the discontinuity lines of the function U (t,x), the Hugoniot
relations

$~(U+—U‘):F(U+)—F(U‘) (9)

are satisfied; here x =s(t) is the discontinuity curve and U* =U (t,s(t)=0). Moreover, the

expression for 52J on the trajectory x = y,,, (t) contains only terms depending on (5;()2 (i.e.

the quadratic form does not contain terms with &y ).
The Theorem 4 shows that the system (4) is “fulfilled in generalized sense’ along the
extremal trajectories of J and locally in (t,x) the extremum in general is either maximum or
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minimum with respect to C-metrics. This means that the functional J, which corresponds to
the generalized solution of (4), is the functional, for which any trajectory is extremal. Thus we
can consider the set of all functionals of type (8) and try to find the one or ones with the
property just described. This view constitutes a variational approach and potential strategy for
finding the generalized solution to (4).

In the present paper we extend such a view as follows. Introduce the function

V (t,x) EIU (t, p)dp and consider the functional 1: z(z)eC([0,T],R) - R" instead of J

= (M) =[[ 2z P @)oo

0
With the provisions of functional (10) we can notice that it, in general, acts on the space of
only continuous functions y (7).

THEOREM 5. Let U(t,x)eK, and suppose that there exists a trajectory

Zor (1) €C([0.TLR), Zor (0) =¥, #oue (T) = X such that 51 is defined at g, (t) (i.e., in
particular, z,, (t)eC*([0,T],R)) and &1=0 for this trajectory. Then, at the points
X = Zuq (t) Where U (t,x) is smooth, equations (4) hold in the classical sense, and at the
points of intersection of ., (t) with the discontinuity lines of the function U (t,x), the
Hugoniot relations (9) are satisfied. Moreover, the property 61 =0 means that the function
M (U) is continuous along discontinuities of U (t,x) and value of 61 changes by the jump
of M(U) .

PROOF. Because of the structure of class K for the proof of the theorem 5 it is enough to
consider the situation when function U (t,x) has the single discontinuity line
x=s(t)eC*([0,T]) and there exists only one point of intersection of x=s(t) and
X = Zuq (). Let us note that in this case, as it is shown below, §1 is defined if 7, (t)=3(t)

at the intersection point of x=s(t) and x=y,, (t). Further the subscript ‘extr’ will be
omitted for notations’ simplicity. We have

T

_d _d] q[ev
Sl __aa_o.([M (U)lmh r=— B Oﬂ +Fo U} T, ;((r)+ah(r))dr, (11)
and
521 = d? ].M(U) ][_+F U:| ;((z')+ah(r))d2' (12)
daZ Vo l+ah 20 0 ,

where h(0)=h(T)=0.
Suppose that 7, is such moment of time that y(z,)=5(7,) and consequently z" () is the

time moment where y(z)+ah(z')=s(z"). Thus as O0<rz<z'(a) the function
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M (U)(z, z(r)) is smooth and will be denoted as M(U"); at r=z"(c) the function
M (U) has the discontinuity; and as 7" (a)<z<T the function M (U)(z,x(z)) is also
sooth and will be denoted by M(U*). Now we split the integrals in (11), (12) by the

integrals with respect to the segments | 0,z ()], | 7" (a),T |, perform the differentiation as
in (11), (12) and obtain for 51

ol = I M (U_)X(z',;((z'))h(z')dz'+j M (U+)X(r,z(r))h(z’)dr+

(13)
r;(o)[M(u-)—M(w)]T:TO
and for 5°1
o%l = I M (U’)Xx (T,Z(T))hz (T)dT-‘r_T..M (U*)Xx (T,;((T))hz (T)dT-‘r
7, (0[M(U)-M(u")] _O+2r;(o)h(ro)[|v|(u-)X—M(w) ] IR
£OP[MU) M) i) (M(), () )]
is also easy to check that 7 (0) = h and 7, :(Z_S)T“(O)2+ZHT:’(O)
It is al y to check that 7, (0) = d 7, (0) —
From (13) it follows that if 51 =0 then
M(U*) =0 [M(U)-M(u*)] =0 (15)

because the h(z) is arbitrary. Let us note that if U (t,x)e K then V (t,x) is continuous and
V7 (z,s(r))=V'(z,s(r)) for any 7e[0,T] where x=s(r) exists. Thus
V-V =5(V, -V, )=$(U"=U"). Therefore from (15) we obtain

X

0=M(U*) =

X

oV * . + +
2 0] ()2
[V, -V +FoU ~FoU"]

0=[m(ur)-m(u)]

[s(u+—u-)+|: U —F ou+]

X

_ (16)

T=1q

=14

and we’ve got the assertion of Theorem 5 concerning the 51 =0 property.

Finally, substituting expressions (15) into the formula (16) for 5”1 it can be seen that if
o1 =0 then
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5%l = ]9 M (U‘)XX (r,;((r)) h? (r)dz'+] M (U+)XX (r,;((r))hz (7)dz+
0 : (17)

Thus the theorem 5 is proved.
X y
It is easy to check that the following relation is true 1+J = IU (T, p)dp—J'U (0, p)dp.

Thus the results of theorem 5 clarifies the variational properties of J and demonstrates the
equivalence of introducing J or | for the functions U (t,x)e K . Further, it is possible to lay

into the basis of the definition of generalized solution the variational properties of functional
J (but also use 1 for technical reasons), i.e the function U (t,x) belonging to one or the

other functional space will be the generalized solution if any C* trajectory for corresponding
J is its critical point. In the next section this approach will be put in more rigorous frame.
3 ANEW STRATEGY FOR FINDING THE GENERALIZED SOLUTION

Let us start with the variational definition of generalized solution to the system of
conservation laws (4). We remind that in the present paper we do not touch the question of
satisfaction with the initial conditions and the question of uniqueness.

Consider the vector function U (t, x) € B, where B is some functional Banach space (for
example, BV,L,L,.,L*, etc). Also consider the set X of all trajectories
Z(t)eC1([O,T],R). Let T, = X be the set of trajectories (depending on considered

function U ) where the integral J, see (8), is well defined. Denote by A, < T, the set of
trajectories where 6J exists.
DEFINITION 6. Consider the vector function U (t,x)e B, where B is some functional

Banach space. Consider the functional J: y(z)e Cl([O,T],R)mFU — R" with respect to
expression (8). The function U (t,x) will be called the generalized solution to conservation
laws system (4) if any trajectory ;((T)eCl([O,T],R)mFU NA, is critical for J (i.e.

0J=0).
Let us first show that there are sufficiently many trajectories where J is defined for locally
integrable function U (t,x).

THEOREM 7. Consider any diffeomorphism of R"xR having the form:
t'=t,x'=£(t,x), & #0. Suppose U(t,x)eL“oc(R*xR) with respect to Lebesgue

measure. Then for a.e. x the function U (t,(f(t,x)) is locally integrable with respect to t and
the functional J is defined provided the following estimate holds |F (U )| < |U| ,UeR".
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PROOF. Let us take the diffeomorphism (t',x")=w (t,x) in the form pointed out in the

conditions of theorem 7. For any measurable set A the set y(A) is also measurable and the
change of variables formula is true

” (t',x") dt'dx’ _J.J'U oy (t,X) a(t”x')dtdx. (18)

o(t, x)

At this, the function under the right hand side integral in (18) is integrable. By the Fubini
theorem for a.e. x the function U (t,f(t,x))g is locally integrable with respect to t and so

X

does the function U (t,(f(t, x)) because ¢, #0. Taking into account the estimate on F (U)

from the conditions of theorem 7 we get the definiteness of functional J. The theorem is
proved.
The next theorem demonstrates another way of investigation the relevance of definition 6.

THEOREM 8. Suppose U (t,x) e BV (]R+ xR) and is a generalized solution of system (4)
in the sense of definition 6. Suppose there exists the following set of trajectories
Q,:x=¢(tae)=ay (t)+(1-a) x,(te), acl01], x(t)< x(te)eC ([0 T], ) and
2 ()=x(t)+¢ for te[0,7,]U[z,,T], 7, >7,>0; £>0 is small. At this let J and &J
are defined for the trajectories from €, and 6J=0 for any trajectory. Then
”(UI +F (U )X)dtdx =0 in the sense of measures, E:7z, <t<7,, 7, (t)<x< »,(t,0) .

E

PROOF. Consider J along the trajectories from €, as the function of « with fixed ¢.
Thus we have

Z[[ 7,&( TOC8))§T(T,0£,8)—FoU(T,f(Z‘,a,E))}dZ‘. (19)

Further, according to the conditions of the theorem &J exists for trajectories from Q, and
therefore  J, (a) is differentiable for any small &£>0. By mean value theorem
J,(1)-3,(0)=6J,(&),0<a <1. But 53 vanishes for all trajectories from O, hence
J,(1)=J,(0) for any small &> 0. Passing to the limitas ¢ — 0 we immediately have from
(19)

J[U(t,x)dx—FoU(t,x)dt]=O. (20)

For BV functions Green formula is valid and the assertion of the theorem follows from (20),
see also [9]. The theorem is proved.

REMARK 9. In case when there exist sufficiently many domains E the solution in a sense
of definition 6 will be also a weak solution in the sense of definition 1.

Definition 6 in fact assumes the strategy for proving the existence theorems for
conservation laws, which seems different from the method of apriori estimates. Let us
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associate with any function U (t,x) from certain Banach functional space the functional J

with respect to formula (8). Consider the set of such functionals. According to definition 6 in
order to find the solution to system (4) we need to find J with a lot of critical points. Thus

the strategy is as follows: let us start from any function U (t,x) such that corresponding

functional J has some critical trajectory, than it is necessary to find the gradual perturbation
of U (t, x) (and hence of J) in order to move to the situation with more critical points of J.

It can be formulated as the following problem.
PROBLEM: To find the sequential deformation U (t,x) of the function U (t,x) from the

suitable Banach space B in order that the corresponding functional J has more and more
critical points.

At present there is no any solution of the posed problem. One possible way to achieve this
could be using the various forms of mountain pass theorem, which states the existence of
saddle critical points, see [10], for example. At this important requirement is the fulfillment of
one or another form of so called Palais-Smale condition. Palais-Smale condition in its form

from [10] says that if E(u) is some continuously differentiable functional on some Banach
space B and there exists such sequence u, B that |E(um )| <const,vVm, while

||5E(Um)||5* —0 as m— oo, then {um} has strongly convergent subsequence.

In order to demonstrate the ways to prove assertions similar to this condition we will prove
easier result for functional 1 (10). First, consider the function M (U)(t,x), see (10), and

denote by M (U), (t,x) the partial derivative of this function in its areas of smoothness.
THEOREM 10. Suppose U (t,x)e K and suppose the functional | is coercive on some

subset Ae C([O,T],R). Also we assume that M (U ), is bounded while |x| is bounded. Then

the set of critical points {y, € A},i=12... of I such that |I (x )| <const for any i has the

weakly convergent subsequence in the space C([O,T],R) and I\/I(U)(t,lim;(in (t)) is
continuous.

PROOF. The estimate |I (x )|SCOnSt and the coerciveness of | lead to the estimate
||l < const uniformly with respect to i. Then some subsequence z, converges weakly in
C, ie. everywhere to some function y. From (13) the criticality of » means that
M(U), =M (U)(z, 7, (7)) is continuous and M (U)(7, z, (T))x =0 where M(U), is

smooth. In the domains of smoothness

M(U), =M (U), (2.2, (2))* M(U)(. 15, (7)) 4 (1)=M(V),(r., () @D)

n

Hence M (U). is uniformly bounded in the smoothness areas because of our assumptions

and boundedness of y, . Passing to another subsequence if necessary and keeping the same
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notation i, we conclude that M (U ). converge to some continuous function M (7). Because

n

of everywhere convergence of y, we have M (U )(r;((r)) = M (7). The theorem is proved.

4 CONCLUSIONS

We present the consistent variational point of view to the theory of 1D systems of
conservation laws, which seems to be new in this area. The approach implies the alternative
methods for the proof of existence and uniqueness theorems. Such methods are based on the
methods of seeking critical points of nonlinear functionals in Banach spaces and differ from
conventional methods of apriori estimates or vanishing viscosity. Here we describe only the
framework, main problems of the theory remain open. The established theorems only
illustrate the validity of the approach. The author expects the development of the highlighted
theory in the forthcoming publications.
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Summary. In this article we prove that a continuous mapping on a simply-connected domain
of the extended complex plane, which is normal with respect to the cycle group of all
conformal automorphisms of the domain with a fixed attractive point, which belongs to the
domain is a constant function. Applying this result we obtain new proofs of the classical
Theorem of Liouville and little Picard Theorem for holomorphic, meromorphic and harmonic
functions in complex plane. We also prove some results from the dynamic of Mobius
mappings.

1 INTRODUCTION

A problem of Ch. Pommerenke, formulated in [1, p. 169], is if there exists a non-constant
meromorphic mapping on the unit disc of the complex plane, which is automorphic and
normal with respect to any non-continuous group I" of M6bius mappings of the unit disc. The
same problem was considered by D. Mind in [2, p. 119].

In [3] P. Jarvi solved this problem by constructing an open Riemann surface which does
not allow non-constant normal analytic mappings.

The question of connection between normality and constancy of functions was also
considered by J. Viisild in the article [4]. In this article it is shown (Theorem 2, p. 17) that
styding the normal continuous functions on the complex plane and the extended complex
plane does not make sense, since the family of all continuous functions on a simply connected
elliptic (parabolic) domain in the complex plane, that are normal with respect to the group of
all conformal automorphisms of such kind of domains, reduce to the family of constant
functions. However, in this paper a more general result is proved. We prove that if for a
simply connected domain of the extended complex plane there exists conformal
automorphism g which has at least one attractive fixed point in that domain which is not «,

then any function f which is continuous in that domain and which maps that domain in the
Riemann sphere C or extended set of real numbers R U{—o0o,+o0}, for which the family

{fog”|n eZ} is a normal family of functions, is a constant function in that domain
(Theorem 3.2 and Theorem 5.2).

2010 Mathematics Subject Classification: 30D45, 51B10, 37F45, 30C25, 32MO05.
Key words and Phrases: Normal families of functions; Dynamic of Mdébius mappings; Liouville’s Theorem,
little Picard Theorem, harmonic functions.

31


http://doi.org/10.20948/mathmontis-2019-46-4

Z. Pavi¢evi¢ and J. Susié

From this result it follows that if a domain is of the parabolic type (complex plane) or the elliptic
type (extended complex plane) then a continuous mapping on that domains will be a constant, if
the family of all compositions of that function with all elements of cyclic group with generating
element of the hyperbolic or parabolic Mébius mapping, is a normal family on the domain. We
emphasize that the position of fixed points of a conformal automorphism plays the main role in
obtaining these results.

These results are later used for obtaining the simple proof of the classical Liouville Theorem and
little Picard Theorem for holomorphic, meromorphic and harmonic functions. Namely, in the the-
ory of functions of complex argument the Liouville’s Theorem on constancy of entire functions
and little Picard Theorem on values of holomorphic and meromorphic functions have a special
place. Proofs of these Theorems often use the classical results in the theory of analytic functions
such as: Cauchy integral formula, the expansion of an analytic function in Taylor series and prop-
erties of elliptic modular function (see for example [5, 6, 7, 10]). The analogies of these Theorems
for harmonic functions on the complex plane are also known (see [6, 11, 12]). We would like to
highlight the reference [11], where the authors give six proofs of the Liouville Theorem for har-
monic functions in the complex plane. The proof of Liouville’s Theorem for harmonic functions

on R",n>2,from [12], is interesting, as it has not used any single mathematical symbol. Our

article gives a new approach in proving these results.

As a direct consequence of considering of constancy of continuous functions, we also obtain the
known results which say that fixed points of parabolic and hyperbolic Mébius transforms, which
are automorphisms of the unit disc, must be on the boundary of the unit disk, and that the fixed
points of elliptic automorphisms of the unit disk cannot be attraction points as well as they cannot
be on the boundary of the unit disc. We find a connection between the notion of normality and
discontinuity of subgroups of Mdobius group of all conformal automorphisms of the Riemann

sphere C (see [7, 8, 10]).

2. PRELIMINARY NOTATIONS AND DEFINITIONS

With R we denote the set of all real numbers, Z will denote the set of all integers, N the set
of all natural numbers, and C = {z|z =X+1y, X,y € RRR} will be the set of all complex numbers,

i.e., the complex plane, |z|= Jzz and C = Cu{oo} is Riemann sphere.

For z, and 2z, we denote by d(zl,zz):|zl—22| the Euclidean metric on C, and
2|a)1—a)2|
+|a)1|-\/1+|a)2|

2
1/l+|a)1|2
spherical Riemann distance on C.

The set C with the metric d(zl, Zz) is Hausdorff and complete metric space, but it is not compact.

o,0,eC; d(o,0,)= ,0,€C, w,=o, s the

d, (0, ®,)= \/1

However, C = Cu{oo} with the metric d (@, ®,) is a compact metric space. On the compact
subset of C these metrics are equivalent.
The convergences are meant in these metrics.
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The group G(E) = {222:3

phisms of the Riemann sphere C, and the group G(C)={az+b|a,beC,a =0} is the group of

|a,b,c,deC, ad —cd =1} is the group of all conformal automor-

all conformal automorphisms of the complex plane C. The group G((C) is a subgroup of the
group G(E). We use notation: G(C)AG(@). Groups, G(E), i G(C) are Mébius groups for

the Riemann sphere C and the complex plane C, respectively, and their elements are referred
to as Mobius mappings.

The Mobius mappings g, i g, are equivalent if there exists a Mobius mapping h e G(E) such

that g, (z)=(hog,°h™")(z), zeC.

az+b — . ) a b)) .
Forevery g(z)= eG ((C) there exists a matrix A= in the group
cz+d c d

GL(Z,C):{A

A:[: Zj a,b,c,d eC, ad-bc=0 }

It may be shown that the group G(C) is isomorphic to the group SL(2,C)/{l,-1}, where | is
the identity matrix, and SL(Z,(C) is the set of all matrices A such that det A=1. On the group
G(E) one may introduce the norm ||g||:(|a|2 +|b|2 +|C|2 +|d|2), which generates the metric on
G(E) , which defines the topology on it. With respect to that topology, G(E) is a topological
group.

a b (a+d)2
t =
) o=

With the symbol O we will always denote a simply connected domain of the Riemann sphere C,
i.e., OcC.
Let G(O) be the group of all conformal automorphisms of the domain O. A point Z, € O is fixed

(z)= az+b

For g cz+d

eG(E) we have: M =[

point of g€G(O) if g(z,)=2,. Then we have g7 (Z,)=2,, and therefore Z, is also a fixed

point for gfll

For geG(0O) we use notation 9"(z)=9 (9((9(2)) ) and
%/_J
n times
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07"(2)=(97) (2)=07(97(--(97(2)-) ), nen.

%f—/
n times

For a fixed point Z, of g inthe group G(O) the equality 9" (Z,) = Z,, N€Z holds.

A fixed point Z, €O of g€ G(O) , g =i=g°% wherei isthe identity mapping, is an attractive
point of an automorphism g, if for every ze O we have limg"(z)=z,.

3. FRAGMENTS OF DYNAMIC OF MOBIUS MAPPINGS
Further, we need to analyse the fixed points of M6bius mappings of the group G (E),

In [8], on p. 67, a classification of Mdbius mappings in G (E) based on description of fixed points
of their Poincare extensions on R® U {OO} is given.

Namely, if g e G(E), g = i, has one fixed point in C, then it is called the parabolic element of
the group G (E), or parabolic M6bius mapping.

If the Poincare extension of an element g EG(E) on R3= {(x, y,Z)|xy,z€ R} has only two

fixed points in R?, then it is called the loxodromic Mdbius mapping.

If for a loxodromic M6bius mapping g there exists an open circle or an open half plane in the
complex plane C which are invariant with respect to g, then we call g the hyperbolic element of
the groqu(E), or hyperbolic M6bius mapping. In opposite case it is called the strictly loxo-

dromic mapping.
If the Poincare extension of g eG(@) on ]R3u{00} has infinitely many fixed points on

R*U {OO} , then it is called the elliptic element of the group G (E), or elliptical M6bius mapping.

Theorem 3.1 ([8], see Theorem 4.3.4, p. 67). Forg e G(E) ,g =i we have: g is a parabolic
element if and only if we have tr’(g)=4, g isan elliptic element if and only if tr®(g) €[0,4),
g is the hyperbolic element if and only if tr? (9)€(4,) and g is strictly loxodromic element if

and only if tr*(g) e (4,).
Any element of G(E), different from the identity, has one or two fixed points in C.

Theorem 3.2 ([8], p. 73). (I) If geG (@) ,g =1, is aparabolic element with a fixed point Z, € C,

then for every ze C we have limg"(z) =z,

n—o
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(ii) If g isa loxodromic element with fixed points Z, and Z,, then for one of these points, with-

out loss of generality Z, , that for every z e @\{zl} the equality lim g" (z) = z, holds, but then for
everyze C\{z,} limg™"(z)=1z,.
(iii) If g isan elliptic element with fixed points Z, and Z; ,then g remains invariant for every

circle with respect to which the points Z, Z, are invertible.

For elements of G(C) we will use the following Lemma in the proof of Theorems in sections 5,
6i7.

Lemma 3.3. For g eG(C)={g(2)=a2+c| aeC, a=0, CE(C}, g = i the following holds:

(i) gisaparabolic Mdbius mapping if and only if a=1, ant it’s fixed attractive point is oo ;

(i) gis anelliptic Mdbius mapping if and only if |a| =1, a=1,and it’s fixed points are %

and oo;

(iii) g is a hyperbolic Mobius mapping with fixed attractive pointsﬁif and only if
aeR, O<a<l,, and oo is its repulsive fixed point;
(ivy g is a hyperbolic Mdbius mapping with repulsive fixed point % if and only if

aeR, 1<a, and its attractive point is oo;

(v) inother cases g is strictly loxodromic Mébius mapping.

Proof of Lemma 3.3. For g(z)=az+ceG(C), g=i, acC,a#0, beC, we have
1
trz(g)=a+g+2. Since g(z) is parabolic, elliptic or hyperbolic Mébius mapping we have that
2 . 2 a 1 |.
tr’(g)eR. Ifa=a+if, a,f <R, thenwe have Ir (g)=a+7+2+ﬁ l_ﬁ I, so we ob-
a a

tain tr’(g) e R if 1—%:0 or B=0.
o
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| case. Assume that 1—%:0, then |a|=1. It follows a=e",6 €[0,27), so
a

a=cosf i f=sind. Since tr’(g)=2a+2=2c0s6+2, from Theorem 3.1 we have that g is a
parabolic Mdbius mapping if and only if 2C0S68+2=4. Therefore, g is a parabolic Mobius
mapping if and only if cosé =1, i.e., for 8=0. It follows that f=sin0=0 and a=a =1. Itis
easy to see that o is its attraction fixed point. We have proved the part 1i).

From Theorem 3.1 it follows that g is an elliptic M6bius mapping if and only if 0 < tr? (g) <4,

We conclude that 0<2c0S8+2 <4, which is equivalent to —1<cosé <1. Since 0< 8 < 27z, we
have —1<sin@<1. This yields a=a+if=cos@+isin@=¢",0<6<2z. Therefore, g is an
elliptic Moebius mapping if and only if [a| =1, a=1. Itis easy to see that all fixed points of it are

C oy
1a and oo. Thus, statement ii) is proved.
—-a

From Theorem 3.1 it follows that g is a hyperbolic M6bius mapping if and only if 4 <tr? (g)

This means that 4 <2€0S@+ 2, which is equivalent to 1< cosé , but this is impossible, this case
excludes the hyperbolic Mdbius mappings.
We have finished the case I.

) 1
Il case. Let #=0.Then a=a e R\{0}, and therefore tr (9)=a+=+2.
a

1
If tr? (g) =a+—+2=4 thengisaparabolic Mébius mapping. The preceding equality is equiv-
a
alentto (a —1)2 =0, and this is equivalent to « =1, thus in this case we also have i).
The mapping g is an elliptic Mobius mapping if 0<tr?(g)<4, from which it follows that
1 1 1 1
0<a+—+2<4 or -2<a+—<2 whichisequivalentto 2<a+— and a+—<2,

a a a a

If we would have « <0, then we will derive -2« >a’+1 and o +1> 2a e, 0>(a +1)2 and

(e—1)* >0, but this is impossible.

If we would have « >0, then we will derive —2« <a*+land a?+1< 2a,1.e., Os(a +1)2 and

(@ —1)" <0, which is also impossible.
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Therefore, the case S =0. excludes the elliptic Mdbius mappings. Therefore we have proved ii).

The condition that g is an hyperbolic M6bius mapping is that 4 <tr? (g) From this we obtain

that 4<0[+£+2,0r 2<0[+l,
(04 (04

If we would have o < 0, this would imply 2a > a’+1,ie, 0> (a—1)2 , Which is not true.

If >0, 2a<a’+1,ie., 0<(a—1)", which is true for every o e (0,1)U(L +o0).

Therefore, a €(0,1)U(1,+) is necessary and sufficient for g to be a hyperbolic Moebius map-
ping.

If a e(O,l), then form az+Cc=1z we obtain that % is a fixed point for g. Since we have

o(L-a ),Weobtain limg" (z)=—C

—, fromthis it
l-« n—se 1-a

9"(z)=a"z+a"c+a"*c+..+ac+c=a"z+

follows that ﬁ is a fixed attractive point for the hyperbolic M6bius mapping g, and o is its

repulsive fixed point.. This is the statement of the part iii).

If & (1,+)then %and o are fixed points for the hyperbolic Mébius mapping g . Since
~-a

c(l-«" :
9"(z)=a"z+a"c+a"c+..+ac+c=a"z+ ( ) we conclude limg"(z)=oco. From this

- nN—oo

we conclude that o is fixed attractive point for the hyperbolic Moebius mapping g, so % is

its repulsive fixed point, and we have finished the part vi).
If g isn’t parabolic, elliptic, or hyperbolic M&bius mapping, then it is strictly loxodromic
Moebius mapping. Therefore we have v). O

4. THE MAIN RESULTS
We say that a family of functions J = { f ‘ f:0-> E} is normal family on the domain O, O = C,
if any sequence (fn) of 3 has a subsequence ( f, ) which is uniformly convergent to a function

f :0 — C on compacts of O. For this type of normality of the family  we say that it is normal

in the sense of Montel. The family of functions J= {f ‘f 0 —>@} is normal in zeO ifitisa

normal family in a domain which contains z.
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It is known (see for example [5, 9, 10,14]) that the family of functions S:{f ‘f 0 —>E} is a

normal family on a domain O if and only if it is normal in every point of the domain O.
If OCE, i.e., if 0eO, then the family of functions Sz{f‘f :O—)E} is normal in o if the

family &' ={f (%) |f e S} is normal in 0, and the function J= {f ‘f 0 —>@} is normal on O
if it is normal in every point of the domain O.

A family 3 of functions is equicontinuous in a point Z, €O, O c@, if for every & >0 there
exists & =J(Z,£) >0 such that for every f <3 and every z for which d,(Z,2,) <& there holds
( (2),f(z ))<3 ,where d, and d, are previously defined metricson C i C.We can take

d, =d, =d,, if we consider a domain O = C which contains the point . A family 3 of func-

tions is equicontinuous family of functions on a domain O if it is equicontinuous in every point of
the domain.

Let G(O) be the group of all conformal authomorphisms of the domain O. For a function

f:05C we say that it is a normal function on the domain O with respect to the group G if the
family S={f op|p <G} is normal family on O, i.e., if any sequence of this family has a subse-

quence which is uniformly convergent on compact subsets of O.

We will need the following Theorem for the proof of our main result which is given in Theorem
3.2:

Theorem 4.1. ([5], p. 12, or [10]). A4 family 3 of continuous functions on a domain O is a
normal family on that domain if and only if the family 3 is equicontinuous in O.
The main result in this paper is the following Theorem:

Theorem 4.2. Let g be a conformal automorphism of simply connected domain OcC which has
a attractive fixed point Z, €O, z,#o, and let f:0 — C be a continuous function on O. If the
function f is normal on the domain O with respect to the cyclic group G, = {g“ |n 5 Z} , Which

is determined by the conformal automorphism g, then f is a constant function on O.
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Proof of Theorem 4.2. Assume the contrary, i.e., that there exists a continuous function f on O
which is not constant on O but is normal with respect to the group G, = {g” |n € Z}. Then there

exists a point Z, € Osuch that (z,)# f(z)),s0 d,(f(z),f(z))>0. Denote

(1)

From the condition that f is normal on the domain O with respect to the cyclic group
G, ={g"|ne 2z} and Theorem 4.1 it follows that the family { f >g"|n e Z} is equicontinuous on

d, (f(2).1(2,))

the domain O, so it is equicontinuous in Z, € O . It follows that for & = > there
exists 0 >0, such that for every z for which dl(z,zo)<5 there holds
d,(feg"(z),feg"(z)))<e,neZ, (2)

where d, 1d, are metrics defined before.

Let us consider the sequence (Wn) W, =g" (Zl), neN. Since Z; is an attractive fixed point for

g, we have limg"(z,)=Ilimw, =z, so for & there exists a natural number N such that for
every n> N there holds that d (Wn,20)<5. From this and (2) it follows that
dz(f og"(w,), f og*“(zo))<g forevery n>N, i.e., dz(f 097" (9"(z,)). f og’n(gn(zo)))<g

dZ(f(Zl)’ f (Zo))_

for every n> N, from this and from (1) it follows that d,(f(z,), f(z,))< )

Which is contradiction and the Theorem follows. O

For ge G(C) , g =i,with G, we will denote in the further exposition the cyclic group

G, = {g” |n e Z}. The group G, is a group of all conformal automorphisms of the complex

plane C, as well as the Riemanin sphere C . Therefore G, A G(C) A G(C).

Remark 4.3. If we take the complex plane C or the Riemann sphere C for the domain O in
Theorem 4.2, and the group G, for the group of conformal automorphisms ,where g is a hyper-

bolic element from part iii) of Lemma 3.3, then from Theorem 4.2 we have the statement of The-
orem 2 from [5], on page 17. Therefore, Theorem 4.2 is a generalization of Theorem 2 in [5].
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5. APPLICATIONS ON HOLOMORPHIC AND MEROMORPHIC
FUNCTIONS

In this section we prove that Liouville and little Picard Theorem may be obtained as a direct
consequences of the Montel Theorem on normality of family of holomorphic and meromorphic
functions.

For the following considerations we will need the local boundedness of the family of functions. A
family of functions I={f|f:0— C} is locally bounded on a domain O if for every Z, € O

there exists a constant M =M (z,)>0 and a discD(z,r)={z | zeC, |z-z|<r} <O, r>0,

such that for every 2 D(z,,r) and every f <3 there holds T (z) <M.

Theorem 5.1 ([10], Montel's Theorem, p. 35). If 3 is a family of locally bounded holomorphic
functions on a domain O, then J is a normal family on the domain O.

Theorem 5.2 ([7], Theorem 1.3 (Liouville's Theorem), p. 3). A holomorphic function f:C —»C
which is bounded on C, must be a constant on C.

Proof of Theorem 5.2. Let geG(C), g(z)=az+c,0<a<1, ceC. From the boundedness of

an holomorphic function on C, the function fand from Theorem 5.1 it follows that the family
3 = {f og" |n e’ }is a normal family on C with respect to the group G, - The statement of

Theorem 5.2 now follows straightforwardly from iii) of Lemma 3.3 and Theorem 4.2. O

Theorem 5.3 (see [11], p. 112, or Lemma 2.5, [7], p. 17). A holomorphic function f : C — C must
be constanton C .
Proof of Theorem 5.3. From the Theorem of maximum of modulus of an holomorphic function

it follows that f is a bounded holomorphic function on C. Now from Theorem 5.1 it follows
that f is normal function on Cwith respect to the group G, 9(z)=az+c,0<a<l ceC.

Since G, is a group of all conformal automorphisms of C, from iii) in Lemma 3.3 and Theorem

4.2 it follows that fa constant functionon C. 0O

Theorem 5.4 ([10], Fundamental Normality Test, p. 54) If 3 isa family of holomorphic functios
on a domain O that do not take two fixed values aand bin C,then J is normal family on O.

Theorem 5.5([7], Theorem 2.6 (Picard's Theorem), p. 17 ). An holomorphic function f:C — C,
which is not constant on C ,takes all values in C, with at most one exception.
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Proof of Theorem 5.5. Assume that the statement of Theorem 5.5 is not correct, i.e., that there
exists an holomorphic function f :C — C, which is not constant on C, which achieves all values

in C, except two or more fixed values in C. Let us consider the family 3, = {f og" |n e’ }
where ¢ (z) =az+c,0<a<l ceC,is ahyperbolic element of the group G (C). Then functions
from the family 3, :{f °g"|neZ } does not assume two fixed values in C, therefore from

Theorem 5.4 it follows that the family 3, ={f og"

neZ | is anormal family in C.Therefore
the function f is normal on Cwith respect to the cyclic group G, = {g” Ine Z}.Since from iii)

of Lemma 3.3 it follows that the element g has an attractive fixed pointin C, Theorem 4.2 yields
that f is constant on C, which is contrary to our assumption. This proves Theorem 5.5. 0

Theorem 5.6 ([10], Fundamental Normality Test, p. 74). Let 3 be a family of meromorphic func-
tions on a domain O such that any function in the family does not take any of three fixed values a,
bandc in C.Then J isanormal family on O.

Theorem 5.7 (Picard’s Theorem for meromorphic functions). A meromorphic functions

f:C —>@, which is not constant, achieves all values in C, with possible exception of at most
two values.

Theorem 5.7 may be proved in the same fashion as Theorem 5.5 using the cyclic group
G, = {g” |n € Z} , Which is generated by a hyperbolic M6bius mapping g (z) =az+C,0<a<],

¢ e C, which by iii) of Lemma 3.3 has an attractive fixed pointin C C , but in the proof we
should use Theorem 5.6 instead of Theorem 5.4.

Theorem 4.2 shows that in given proofs of Theorems of Liouville and Picard, instead of hyperbolic
Mabius mapping g(z)=az+c,0<a<1, in G(C) we could take any hyperbolic or parabolic

M@bius mapping in G (E) which has an attractive fixed point in C.

Remark 5.8. The results of this section are proved in [13] using Theorem 2 from [5], p. 17. In
this section for the proof of Theorem Liouville and Picard we use the weaker result which is given
in Theorem 4.2, and which shows that for constancy of functions on a simply connected domain
0, OcC, the existence of conformal automorphism of the domain O, which has a fixed attractive

point Z, €O, 7, #® is important.
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6. APPLICATIONS ON MOBIUS MAPPINGS

Here we consider some properties of elements and subgroups of the Md&bius group G(E).

In the sequel we denote by D the unit disc, H ahalfplane C,ie, D={z | zeC, |z/<1},and
H={z |z=x+iy, xeR, y>0}, and with 6D and OH we denote the boundary of D and H

respectively.
The next Theorem follows from the proof of Theorem 5.2.1 in [7], p. 93, which will be shown:

Theorem 6.1. A parabolic or hyperbolic Mobius mapping in group G(E) with invariant disc D
or half plane H, has fixed points that must be on the boundary oD, or on the boundary oH, but
fixed points of elliptic M6bius mappings cannot be attractive fixed points.

The statement of 6.1 may be derived directly from Theorem 4.2. This is shown below:

Proof of Theorem 6.1. Assume the contrary i.e., that there exists a hyperbolic element g € G (@)

such that at least one of its fixed points is in D. Then by Theorem 4.2 g is a constant function,
but this is not so.

Therefore, a fixed point of g cannot be in D.
In the same way one can show that a fixed point of g cannot be in C\D .

In the same way it is possible to prove a statement in the case of half plane H, and when « is a
fixed point, it is clear that it belongs to the boundary oH .

The statement for fixed points of parabolic Mdbius mappings can be proved analogously.

Since fixed points of elliptic mappings belong to D or H, it follows from Theorem 4.2 that they
cannot be attractive points, otherwise then it would follow that bounded analytic functions on D
or H are constants, which is impossible. This statement follows from the property that an elliptic

M&bius mapping is equivalent to the Mdbius mapping g(z)=|k|z, |k|=1, which are rotations

with respect to 0. This follows from (iii), of Theorem 3.2. 0

Subgroup G of group G(E) is discrete if and only if for every k > Othe set {g e g| la| < k} is
finite.

The subgroup G of the group G(E) is discontinuous in the point Z, if Z, is not in the closure

of the set G(z)={g(z)| g =G}, foreveryzeC. In other words, the subgroup G of the group
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G(@) is discontinuous in the point Z, if there does not exist a sequence of mutually different

elements 0, €G such that for every zeC we have gn(z)—> Z,,if n->wo. The group G is

discontinuous on the set S if it is discontinuous in every point of the set S. The group G is discon-
tinuous if it is discontinuous on an nonempty set.

If a subgroup G of the group G(@) is discontinuous, then it is a discrete group. The converse
statement does not hold. Namely, there exists a subgroup G of the group G(E) which is discrete
but not discontinuous. The example is the group of Picard (see [8], p. 95-103, or [10], p. 200-201).

The next Theorem shows conditions under which a discrete subgroup G of the group G(@) is

discontinuous group on a domain.

Theorem 6.2. ([10], Theorem 5.5.10, p. 205). A subgroup G of G(E) is discontinuous in a point

aif and only if G is discrete and makes a normal family of functions in c.

Theorem 6.2 shows that it is important to answer under which conditions a subgroup G of the
group G (E) is normal, or is not normal in a point. One answer is given by the following Theorem:

Theorem 6.3. Let a subgroup G of group G(E) contain a loxodromic (parabolic) element of the

group G(E). Then:

1) the subgroup G is a not normal family of functions in the fixed point of that loxodromic
(parabolic) element,

i) G is not normal on any domain which contains a fixed point of a loxodromic (parabolic)
element of subgroup G. In particular, G is not normal on C.

Proof of Theorem 6.3. Assume that g a is loxodromic element of the group G and let Z, be a

fixed point of g. Then G, ={g” |n eZ} is a cyclic subgroup of the group G, and Z, is an

attractive point of g or g‘l. Let Z, be an attractive point for g , without loss of generality.

For every fixed Z; #Z, we have

(1) limg"(z,)=limw, =z,

where W, =9"(z,), neN (see Theorem 3.2).

Assume that the family G is a normal family of functions in the point Z;.
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From the normality of family G in Z,, the normality of family G, = {g" |n e Z} in Z, follows.

Since 9", NeZ, is continuous on C , the family G, :{g"

neZ} isanormal family in Z if
and only if there exists an neighbourhood O of Z, on which the family G, ={g"|neZ} is
equicontinuous (Theorem 4.1). It follows that for every & >0 there exists 5:5(20,6) >0, such

that for every 0", neZ, and every z for which d (Z - ZO) <0 the inequality
e=d(z,-12,)>0. (3)

Then for & givenin (3) there exists ¢ >0 such that for every z which satisfies d(Z—ZO) <o
it holds

d(9"(2).9"(z))<e,  neZ. (4)

Since 2, # Z,, (1) yields limg"(z,)=z,. Thenthereexists N € N such that for every n>N we

have d(9"(z)-2)=d(g"(z)-9"(2))<5. Now having in mind (4) we obtain
d(g"(9"(2)).9" (9" (2)))<e n=N. (5)

From (5) we obtain d(z,—2,) <&, and from (3) we conclude that & < & . This is a contradiction
so the subgroup G in z; is not a normal family of functions in z,, so we finish the proof of part
i).

The part ii) follows directly from the part 1i).

If the above proof for g we take an parabolic element of subgroup G we derive a proof for ele-
ments of parabolic type.

Theorem 4.2 yields that G is not normal on C.O
From Theorems 6.2 and 6.3 we obtain the following:
Theorem 6.4. ([8], Lemma 5.3.3, p. 96). Let G be a subgroup of group G(E) and let O be an

open set on Riemann sphere C which contains a fixed point of a parabolic or loxodromic element

gin G. Then G does not acts discontinuously on O.
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7. Apendix: APPLICATIONS ON HARMONIC FUNCTIONS

Further, we will need the set R =R u{—oo,+oo} . i.e., the extended set of real numbers which

is compactified by the two points —o and + . For X, X, € R we will denote

de(X.%)=|%—-%| the distance on R, but for x,% €R we have

tg (+o)==, arct -z icon R
dﬁ(xl,xz):|arctg X, —arctg x2|,arcg ( 00)—? arctg (—00)——5, ametricon R. On compact
subsets of R the metrics dy (x,,X,) and d- (X, X,) are equivalent. The extended set of real num-
bers R with the distance d- (Xv Xz) is a Hausdorff compact and complete metric space.

In the sequel we will also need the extended Arzela-Ascoli Theorem. Assume that X and Y are two
compact metric spaces, let C, , be the set of all continuous functions f which map X in Y and

letfor f,geCyy d,,(f,9)= sup d, (f(x),g(x)). With d,, we have the distance functions on
set C, . From the convergence of the sequence ( f,) in Cy , in the metric d,, follows the
uniform convergence of that sequence on compact sets in X.

In the sequel we will also need the definition of equicontinuous family of functions I3, 3 <C,,.
Namely, a family 5 is equicontinuous on X, if for every & > 0 there exists 0 = 5(8) >0 such that

forevery fe3andall x,yeX, forwhich dy (X,y)<&, we have dY(f(x),f(y))<g.

Theorem 7.1 ([14], a general Arzela-Ascoli Theorem, p. 114). Aset 3,3 <C, , ,is precompact,

(compact, since we have compact metric spaces X and Y), i.e., 3 isa normal family of functions
in Cy ,, ifand only if 3 is equicontinuous set of functions on X.

Using Theorem 6.1, and statement iii) of Lemma 3.3, one can show in a similar way as Theorem
4.2, the following Theorem:

Theorem 7.2. Let g be a conformal automorphism of a simply connected domain OcC which
has a fixed attractive point Z, €O, z,#®, and let f :C — R be a continuous function on O. If
the function f is normal on the domain O with respect to the cyclic group G, ={g” |n 5 Z},

generated by the conformal automorphism g, then f is a constant function on O.

We will consider a harmonic function in a domain of the complex plane. A function
f :0 > R < Ris harmonic on a domain O, O — C, if f eC?(0) and f satisfies the Laplace
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2 2
equation 2_:+Zy_z =0 on O. If fis harmonic on a domain O and if ¢:0"— O is a conformal
X

mapping of O’, O'c=C, onto O, thena f o¢ is harmonic on O’ (see [6]. or the [11]) .

Let H = { f ‘ f:0->Rc @} denote a family of harmonic functions on a domain O .

Theorema 7.3 ([10], Theorem 5.4.2, p. 185). A locally bounded family H of harmonic functions

on a domain O is a normal family on that domain.

Theorem 7.4 (Liouville’s Theorem for bounded harmonic functions). A harmonic and bounded
function on the complex plane C is constant on C.

Proof of Theorem 7.4. Let g e G(C), g(z)=az+c,0<a<1 ceC. From the boundedness of
the harmonic function f on Cand Theorem 6.3 it follows that the family 3. = { fog'lnez }
is normal on C with respect to the group G, . Since a harmonic function f on C is continuous

on C, the statement of Theorem 7.4 now follows directly from part iii) of Lemma 3.3 and
Theorem 7.2. O

Theorem 7.5 ([10], Theorem 5.4.3, p. 185). The family H* of positive harmonic functions on a

domain O is normal.

Theorem 7.6 (Liouville's Theorem for positive harmonic functions). A positive harmonic func-

tion on the complex plane C is constanton C.

Proof of Theorem 7.6. From the conditions of Theorem 6.6 and Theorem 6.5 it follows that
3, ={f og"lnez } g(z)=az+c,0<a<l ceC, isa normal family of harmonic functions

on C. Since the harmonic function f on C isalso continuous on C, from the part iii) of Lemma
3.3and Theorem 7.2 it follows that f is a constant function on C.0O

Corollary 7.7. If a harmonic function f in the complex plane C is bounded above or below then

f is a constant functionon C.

Proof of Corollary 7.7. From the condition that a function f is bounded above it follows that
there exists a constant M>0 such that for every ze C we have f(z)<M. Now the function
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¢(z)=M —f(z), zeC,is positive and harmonic on C. From Theorem 7.6 it follows that ¢ is

a constant on C, then it follows that f is also constant on C.
Similarly one can show that if f is bounded below on Cthen it is a constant. O

Theorem 7.8 ([10], Corollary 5.4.5, p. 186). A family H of harmonic functions in a domain O
which omit one specific real value « is normal.
Theorem 7.9. (Picard’s Theorem for harmonic functions). A nonconstant harmonic function on

the complex plane Ctakes every value in the set of real numbers R .

Proof of Theorem 7.9. Assume contrary, i.e., that there exists a nonconstant harmonic function f
on the complex plane C which does not take all values in the set of real numbers R . Then there

exists ae R such that for every z e C the inequality f (z)=a holds. Now, Theorem 7.8 yields
that 3= {(f o g)(z)| geG(C) } is a normal family of harmonic functions on C. From part iii)

of Lemma 3.3 and Theorem 7.2 follows that the function f is constant on C. We have reached a
contradiction, therefore our Theorem is proved. O

8. CONCLUSION

In this article we show that using theory of normal family of functions and properties of fixed
points of Moebius mappings one can prove classical Theorems of Liouville and little Picard The-
orem for holomorphic, meromorphic and harmonic functions in a simple way. Our proofs show
why in some domains of Riemann sphere one can study properties of classes of functions (for
example: class of bounded holomorphic functions). Applying our result some properties of ele-
ments and subgroups of Mdbius group G(@) can be easily verified.

It would be of interest to further investigate if the approach given in this paper concerning the
Montel normality of family of functions and properties of Mdbius mappings is helpful in proving
some results for holomorphic, meromorphic or harmonic functions and compare the results that
are known for the Bloch principle (see [10, 13,15]).

Also it would be of interest to try to apply some of our approach in the study of functions on R?
and functions with a domain in R", n> 2.
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Summary. Algorithms of statistical simulating the processes of the photon-electron cascade
transport in objects using heterogeneous computers is worked out. The processes include the
generation of electron fluxes resulting in photon collisions, the appearance of photons due to
bremsstrahlung and pair production. The cascade tree processing method is developed. It
considers significant difference in physical properties of different particles and allows
constructing the particle trajectories economically. Random photon trajectories are
constructed by use of ray-tracing the whole irradiated object. Electron trajectories are created
in “quasi-homogeneous” region of electron stopping path size. A weight algorithm for
registration of events of low probability is constructed. The algorithm is based on the splitting
the photon trajectories. Modern technologies of calculation parallelization MPI and NVidia
CUDA are used. Some results of the model calculations on the hybrid calculating cluster
(HCC) K100 (http://www.kiam.ru/MV S/resourses/k100.html) are represented.

1 INTRODUCTION

Mathematical modeling is an effective and powerful means for investigating the properties of
modern materials of the complex structure. It is useful for developing complex experimental
methods [1 - 6], as well as investigation of effectiveness and reliability of technical equipment [7].
Investigating the process of transformation of X-ray radiation into electron flux and vice versa are
of interest when creating amplifier screens or developing new X-ray equipment.

Radiation transport is a cascade process involving particles of different types. Compton
scattering of gamma-radiation as well as photoelectric absorption and pair production leads to
emergence of rapid electrons. Rapid electrons can generate additional electrons as the result of
impact ionization and photons as the result of bremsstrahlung or electron-positron annihilation.
The cascade modelling is complicated by the huge number of the particles. It is mainly the result
of secondary electrons generation during impart ionisation process. Another difficulty is
significant difference in physical properties of different particles like penetrating ability of the
photons and electrons. These abilities may differ thousand times. The number of collisions along
trajectory varies greatly for the photon and electron as well.

Hybrid computing clusters (HCC) development brings new possibilities of the cascade
radiation transport modelling. One is the development of the fundamental model of electrons
transport [8,9] allowing detail research of electrons exposure to microstructure elements of the
object being under radiation. The use of the hybrid architecture however requires specific
approach to organising the calculations to achieve maximum GPU performance and proper
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Key words and Phrases: Photon-electron cascade processes, Hybrid parallelization, Monte Carlo weight
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simultaneous CPU/GPU load [10]. Approaches for modelling of cascade processes of
radiation propagation in complex objects are developed to perform calculations on
heterogeneous computational equipment.

Some results of the model calculations on the hybrid calculating cluster HCC K100
(http://www .kiam.ru/MV S/resourses/k100.html) are represented.

2 MODEL OF THE RADIATION INTERACTION WITH MATTER

We consider processes of the interaction between radiation and matter when the time of
changing the source strength is considerably longer than the lifetime of the particles in dense
matter of the object being under radiation. In this case, the quasi-stationary integral-
differential equation of the photon and electron transport are true. Time is considered as a

parameter. The description of the particle state uses variables x = (r,Q,E ) , where 1,Q, E are

coordinates, direction of motion and energy, respectively. The integro-differential equation
for the density of the flow of particles @ (x) is reduced to the Fredholm integral equation of

the 2nd kind [9]:

®(x) =, (x)+Td§ exp{—7(r—&Q)} [dQ'[dE'u, (r—£Q,Q, B (r-£Q,Q, E), (1)

D, (r,QE)= ng exp{—7(r—£Q,r,E)}|S(r-£Q,Q.E). )

Formula (2) describes the flux of undistracted particles from external and internal sources

¢
of radiation; S(x) is the radiation source; z(r',r)= I u(r-&Q)dé" is the optical distance
0

(depth) between points r and r'=r—-&Q; g, are the full and differential macroscopic

scattering cross sections respectively.

The complicated process of particle transport through the matter can be represented by a
sequence of elementary processes of the interaction between the particle and the atoms of
matter (particle trajectory). These processes include the scattering, braking or disappearance
of the particle due to absorption or escape from the considered system (from the object). This
representation is convenient for modelling the radiation transport by the Monte-Carlo method.
In doing this, the considered transport equation is converted to the form:

N—"

Q(x) =0, (x) + Id§ -exp {—r(r -&Q.r, E)}Idﬂ'! dE'u, (r,Q',Q, E', E) Zl((;) Q(x') . (3)

In formula (3) wvariable Q(x) = ,u(x)CD(x) is the density of collisions and
o) (x) = ,u(x)CDO (x) is the density of the first collisions. The kernel of the integral operator

k =exp {—r(r —EQ.r, E)} u(r,Q . Q,E' E) ,u((x!)) has the meaning of probability density of
w(x
x" — x transition.
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The transport of the particles accompanied by the birth of secondary particles in cascade
processes of the interaction of radiation with matter (for example, the birth of electrons during
Compton scattering, photo-absorption of X-ray or gamma radiation, pair production) is
described by a system of integral equations. The following chain can be an example of such a
process: gamma-radiation—Compton and photo electrons—electrons deceleration—X-ray
radiation (bremsstrahlung).

The objective of the radiation transport theory is to compute the readings of detector J
located in the field of radiation. The desired (measured) values are presented as the readings
of some detector and are written as functional on the space of the transport equation solutions.

J= IQ(x)D(x)dx,

D(x) is determined by the type of the desired (measured) value. We consider such

registering facilities (detectors) whose readings J are equal to the sum of the contributions of
some particle’s collisions in a sensitive volume of the detector (additive detectors). To
evaluate the desired measured value by the Monte Carlo method, the random trajectories of
the particles are simulated. The contributions of these trajectories to the detector’s measurable
value are summed up. The particle trajectory construction is performed according to the
chosen physical model of the interaction between the radiation and matter.

The basic quantitative data of the transport model are the probability distributions of the
particle’s interactions with matter. These distributions are built by processing the cross
sections (differential cross sections) of the corresponding interaction processes [8]. The main
source of these data is the database of the National Centre of Nucleic Data
(http://www.nndc.bnl.gov/sigma/).

2.1 Model of the interaction of electrons with matter

The following processes of the interaction of electrons with matter are considered:

- elastic scattering on atoms of matter leading to the deviation of an electron from its initial

direction of motion;

- excitation of atoms accompanied by small losses of electron energy;

- 1ionization collisions or collision ionization (electro ionization) with the appearance of the

secondary electron;

- electron slowing down in the Coulomb field of an atom results in generating the

bremsstrahlung photon;

- electron-positron annihilation.

The generally accepted schemes of transport modelling are based on various modifications
of the imbedded trajectories model (ETRAN [11], ITS3 [12], EGS4 [13], GEANT4 [14]). The
electron scattering of electrons is usually described within the Goudsmit-Saunderson theory
of multiple scattering [15]. Inelastic interactions of electrons with matter are described by
various modifications of the approximation of continuous slowing down in most works.
Fluctuations of the energy losses are accounted for by the Landau theory [16] using the
Blunck and S. Leisegang corrections [17].

The implementation of these schemes for modelling electron transport on hybrid
computing equipment is inefficient due to the complex internal logic of the schemes and the
need to use iterative procedures in some cases.

51



Mikhail B. Markov, Roman V. Uskov and Mikhail E. Zhukovskiy.

Simulating the trajectories of electrons carried out using the probability distributions of the
characteristics of electrons [8] without the use of the mentioned widespread approximations in
this work.

2.2 Model of the interaction of photon radiation with matter

Interaction model of gamma rays and x-rays includes the following processes:
- coherent (Rayleigh) scattering;
- incoherent (Compton) scattering;
- photo absorption of quanta (photoionization of atoms);
- pair production.

Coherent scattering is the interaction process with a bound atomic electron without energy
loss. The scattering results in the direction of the photon’s movement changes. The cross
section of this process is described by the Thompson formula subject to the relativistic form
factor [18].

The Compton scattering of the photon on the free quiescent electron is described by the
differential Klein-Nishina cross section and the electron connectedness in the atom is taken
into consideration by the introduction of the scattering function [18].

The process of photoionization is the ionization of an atom by knocking the electron out of
the atomic shell. An electron absorbs a photon and acquires its kinetic energy after subtracting
the binding energy of an electron in an atom.

The interaction of a gamma-quant with an atom may lead to electron-positron pair
production. The total cross section of this process is tabulated for instance, in [18].
Differential cross sections of the pair production are taken from [14, 19, 20].

3 THE PHOTON-ELECTRON CASCADE TRANSPORT MODELING

An efficient algorithm for simulation of the cascade and its implementation require the
solution of several problems:
- constructing the effective discrete geometrical model to minimize the cost of
approximating complex objects;
- using the individual computational algorithms for each type of particle considering their
physical properties;
- maximizing the statistical value of every trajectory for decreasing the computational cost.

3.1 Geometrical model

Modelling of radiation transport by use of the Monte Carlo method requires building huge
number of particles random trajectories. Segments of intersection with different homogeneous
parts of an object are all the information needed to construct trajectory chain from geometrical
point of view. The interaction point and the type of the interaction are played along
constructed set of the intervals by use of the probability distributions associated. The process
keeps going until the particle “dies”. Quasi-stationary gives possibility to get rid of grids of
any kind. The most minimalistic and unified approach setting up geometrical model is to
describe everything by surfaces. Parts of an object are described by closed bounding surfaces.
The detection areas are either closed surfaces for volume-based measurements (density of
energy deposit) or general surfaces for surface-based measurements (particles flux density).
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Areas of interest (see below) are described by its bounding surfaces as well.

N

Fig. 1. Supported primitives — left; layers displacement — right

Surfaces consist of various types of “primitives”. Currently supported are triangle, circle,
sphere and frustum (Fig.1, left). The operation on the primitives are:

- getting coordinates of intersection between given ray along the particle motion direction

and primitive;

- determining the distance from given point to primitive;

- testing the intersection between given line segment and the primitive.

Every surface is associated numbered “layer”. It determines the molecular composition and
density of a matter. The layers with larger numbers displace ones with smaller numbers if
they occupy the same space (Fig. 1, right).

3.2 Photons trajectories simulation

Photons are characterized by relatively small number of collisions along trajectory and
high penetrating ability. The construction of its trajectory includes object tracing and playing
the interaction. The whole scheme is shown on fig. 2. It consists of the following steps:

- Intersections with the surfaces bounding the homogeneous components of the object are
found. This is done by GPU;

- Intersection segments are formed using the points of the surface intersections;

- Interaction point is played on a set of intersection intervals (segments). The probability
distributions of processes in corresponding material are loaded;

- Type of the interaction is played basing on loaded probability distributions. Photon
properties are adjusted basing on played interaction. Additional particles that may appear
due to interaction are stored for later simulation.
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Fig. 2. Photon trajectory chain construction

The process repeats until trajectory ends. The approach is pretty much straightforward and
efficient for this type of particle.

3.3 Electron trajectories simulation

Interactions between electron and matter are much different to photons. The number of
collisions along trajectory is huge while penetrating ability is very low. The whole trajectory
usually lays in small area inside an object. Straightforward approach used for photons is very
excessive as full object tracing is barely needed at every step of the electron trajectory.
Therefore, quasihomogeneous approach is used for electrons. Electron trajectory is built by
large segments laying in homogeneous parts of an object. Those segments can contain
hundreds to thousands of interactions. Even the whole trajectory. General scheme of electron
trajectory segment construction is described below. Process starts with determining the layer
in which the electron is located. Continuous slowdown approximation (CSDA) range of the
electron in a current layer is calculated. CSDA range is a value showing the average length of
electron trajectory until thermalization. The big circle on fig. 3 limits the area inside CSDA
range of a particle. This is the area that particle will unlikely to leave. Defining the area that
particle will likely to stay in allows ignoring the geometrical model outside this area for this
electron. Surface elements outside CSDA range of a particle are filtered out — grayed out
elements shown on fig. 3. Distance to the element from the original electron location is kept
for elements that are inside of CSDA range. Elements are also sorted by this value ascending.
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Fig. 3. Filtering out nearby primitives and sorting by distance

Trajectory segment construction is done very fast on GPU. Current distance L to the
original point where trajectory segment started is calculated every time particle position
changes. Intersection checks are performed starting from closest elements to farthest and stops
when distance to the next elements exceeds L. This keeps geometry checks minimal. On the
right-side fig. 4 shows how determining the distance L during trajectory construction allows
to ignore even more of filtered (on the left side) elements.

Setting up very complex geometries and very high radiation energies may lead to situations
when the number of the elements inside of CSDA range exceeds maximum. Filtering range is
then decreased from CSDA range to something smaller that fits required number of elements.
Decreasing filtering range increases the probability for particle to leave filtered area but keeps
number of filtered elements relatively small.

The way trajectory intersection with an element is handled depends on the type of surface
being intersected. Intersection with detector is simply recorded (position, direction, energy,
weight etc.) to be processed on CPU later. Crossing the boundary of an object means that an
electron can move to another layer. The CSDA range will change in this case. The trajectory
segment construction ends at this point. Another stop-criteria for trajectory segment
construction is reaching minimal energy supported by the software. Electron reaching this
energy is considered thermalized. Last stop-criteria is electron leaving the area limited by
CSDA range.

Fig. 4. Geometrical checks during electron trajectory simulation

Once trajectory segment construction ends all accumulated data is sent back to CPU. Data
includes changed particle properties (position, direction, energy, weight etc.), detectors
intersection history and newly born particles (impact ionization electrons and bremsstrahlung
photons). These particles are saved for later modelling. Detector intersections are properly
registered and whole process repeats for the electron.

3.4 Algorithm for registration of improbable events

Maximizing statistical value of the particle trajectory is very important when desired value
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is contributed by improbable events. Statistical evaluating the flux of emitting electrons from
the surface of a plate irradiated by X-ray or evaluating the energy deposit in lightweight
bremsstrahlung detector behind heavy target irradiated by electrons are both good examples
of the problem.

Some portion of photons fly through the plate leaving no contribution in desired value at
all in first example. The number of such photons depends on radiation energy, material and
thickness of the plate. Problems of such a kind are usually solved by letting photon always
interact with an object correspondingly decreasing its statistical weight. Unfortunately, only
photons interacting in close proximity to surface can generate electron being able to emit. So,
the most of modelled photon interactions will have zero statistical value.

In second example photon must interact with detector to contribute to energy deposit. Most
of generated bremsstrahlung interacts with target rather than detector and gives no statistical
contribution in detector.

General approach to solving the problems is developed. The main idea is introducing
special “areas of interest” — volumes around detectors involving the electron registration
(energy deposit, electron flux, current, charge). These volumes are described by bounding
surfaces and naturally fit in developed geometrical model. Photon intersecting such area is
split into several parts having corresponding statistical weights. Some of these parts interacts
explicitly within area of interest. This allows electrons being explicitly born within proximity
to detector significantly increasing statistical value of photon trajectory.

Fig. 5. Photons trajectory split

Fig. 5 shows an example of the photon trajectory intersecting area of interest inside an
object. The photon trajectory inside the object consists of three intervals. First and third
intervals are the outside the area of interest. Second one is intersection interval lays in the area
of interest. The probabilities of photon to interact on these intervals are:

P :l_e_:udl; P — e M -(l—e_ﬂdz % B — o Hdrdy) ,(l_e*/ldg ),

56



Mikhail B. Markov, Roman V. Uskov and Mikhail E. Zhukovskiy.

where d;, d, and d; are lengths of intervals, u full macroscopic cross section. In this case the
trajectory is split in three parts (Fig. 5). Statistical weights are:

W=y w=w By =W
where wy is initial weight of the photon. Thus, splitting trajectory allows electron to explicitly
appear within area of interest. This electron will likely intersect detector contributing the
statistical value. Trajectory splitting works the same way in case of intersections with multiple
areas of interest.

4 AN EXAMPLE OF COMPUTATION

Interaction of radiation with matter is a cascade process. Radiation transport is
accompanied by radiation-induced effects. Supercomputer simulation of radiation-induced
charge effects in heterogeneous polydisperse materials is of interest in the investigation of
their properties.

Some results of the modeling of the charge effects generated by X-ray radiation presented
in this section.

Let us consider a fragment of a dispersed structure in the form of a cubic object with a side
of 30 microns, in which polybutadiene is used as a binder, and an aluminum or dielectric ball
with a diameter of 20 microns is an inclusion.

The fragment irradiated by photons of 20 keV energy is depicted in Fig. 6. Red and blue
balls are detectors for evaluating the charge density during simulation by Monte Carlo
method.

Fig. 6. Fragment of a dispersed structure with a detector system. Red balls are in the inclusion

The results of the calculation of the spatial distribution of the charge are presented below.
We note the common for both the inclusion regularities of the formation of radiation-
induced charge effects.
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Fig. 7. 3D image of charge density distribution Fig. 8. Charge distribution in the plane
perpendicular to the z axis through the center of
inclusion

The Central inner part of the inclusion and the periphery of the binder are weakly charged
due to the small path of electrons and, therefore, the local electronic equilibrium in these areas
(Fig. 7, 8, green color).

A positive charge (red color) is formed in the inner boundary region of the inclusion due to
the predominance of the electron departure from the inclusion to the binder over the reverse
process. A negative charge (blue color) is formed in the binder near the inclusion due to the
transfer of electrons from the inclusion into the binder.

The charge distribution along the straight line x=y=15 mkm is presented in Fig. 9,10. The
boundaries of inclusions are marked with black dashed lines.

chargefcm3
chargefcm3

1 15 2 25 3 1 15 2 25 3
z, cm %1073 z, cm x10°3

Fig. 9. The charge distribution in the fragment with  Fig. 10. The charge distribution in the fragment
aluminum inclusion with dielectric inclusion

The graphs in Fig. 9,10 show sharply inhomogeneous spatial structure of the charge
distribution generated by the interaction between radiation and dispersed structures. The
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inhomogeneities occur near the boundary surfaces of the binder and inclusions.

5 CONCLUSION

Effective statistical algorithms of the mathematical simulating the cascade processes of
radiation transport have been developed by hybrid calculation procedures. These algorithms
consider significant difference in physical properties of different particles and propose
effective approaches to trajectory construction. Weight modifications of Monte-Carlo method
significantly increasing the statistical value of random particle trajectories are built. Software
is developed considering the features of the performed calculations on heterogeneous super-
computers by use of graphic accelerators as arithmetic co-processor. The performed model
calculations illustrate the efficiency of the proposed method of modelling of cascade
processes on computation facilities with a hybrid architecture.
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Summary. A liquid — vapor coexistence curve was obtained for copper by the method of
molecular dynamics modeling (MDM), and the corresponding critical parameters were
determined: temperature, density, and pressure. The interaction potential of particles was of
the “embedded atom” type (EAM). The critical temperature T, was determined from the
MDM results using the average cluster size method in the critical region. To clarify the
critical density value, the empirical rule of rectilinear diameter was used. The results of
modeling of this work were compared with the results of evaluating of the critical parameters
of copper by other authors using different approaches.

1 INTRODUCTION

Studying the properties of metals in the vicinity of a critical point is a very important but
difficult task. The critical point parameters are the most important characteristics of a
substance [1], which in a generalized quantitative form express the effect of the action of
intermolecular forces. Of particular interest is the boundary curve (binodal), which is the line
of phase equilibrium of the liquid and gaseous phases and separates the homogeneous states
of matter from two-phase metastable states. The metastable states of superheated liquid and
saturated vapor have been studied relatively little [2]. Meanwhile, knowledge of the properties
of superheated liquid and saturated vapor is required to calculate many practical problems [3].
In particular, the properties of the superheated liquid significantly affect the nature of the
boiling of the liquid, and the properties of the supersaturated vapor determine the
condensation process [4]. At the critical point, unlike other points of the boundary curve, the
properties of both phases (liquid, vapor) are identical, that is, the critical state is the same
limiting physical state of the substance for the both phases.

When approaching the critical point, the properties of a substance change, as new
phenomena and mechanisms of interaction of particles of the substance appear, such as the
fluctuations in the parameters of the substance (primarily density), the value of which grows
very rapidly when approaching the critical point and tends to infinity at the critical point
itself. In such a situation, consideration of the critical state on the basis of a theoretical
approach using thermodynamic functions is applicable only in the region where fluctuations
are relatively small [5].

The possibilities of experimental research are also limited. Due to the difficulty of
conducting experiments at high temperatures, the critical point and binodal parameters were
obtained only for a small amount of substances, which include alkali metals and mercury,
which have relatively low temperature characteristics [6-11]. For other materials, there are
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only theoretical estimates within the framework of various models, among which
phenomenological methods [12-24] and atomistic modeling methods [25-31] stand out.

The empirical relations connecting the parameters of the critical point with various
characteristics of the substance in the liquid and gas state are widely used. These include the
methods based on similarity laws connecting characteristic lines (for example, Zeno-line —
the unit compressibility line) of gases and liquids with critical parameters have also gained
widespread popularity [14-17, 21,24] and the method of rectilinear diameter [5], estimates of
critical parameters based on the relationship of metal vapors with the ionization potential of
atoms [12], among these relations there is also the Kopp-Lang rule [13], which relates the
critical temperature to the energy of evaporation. Estimates obtained from semiempirical
equations of state are also widely used [20,22, 23]. In [18], a method was proposed for
calculating the parameters of critical points and the binodal of a vapor — liquid (dielectric —
metal) transition in metal vapors. The model is based on the assumption that cohesion, which
determines the basic characteristics of metals under normal conditions, is also responsible for
the properties of metals in the vicinity of the critical point.

An important tool in the modeling of the properties of substances and physical processes
inaccessible to direct measurement was mathematical modeling based on atomistic models.
The atomistic approach is represented by Monte Carlo [19,29,30,31] and molecular dynamics
[25-28] methods. Within the framework of the Monte Carlo method, to determine the critical
parameters of metals and nonmetallic substances, the Wang — Landau (EWL) approach [29].

Mathematical modeling based on the molecular dynamics method over the past two
decades has become a powerful tool for fundamental research of properties [25-27] and
processes [28] in materials.

Despite the large number of estimated theoretical approaches, the obtained values of the
critical parameters and binodal of copper have large differences. For example, in [29, 30] the
critical parameters of copper were obtained from molecular dynamics simulations with the
same potential (EAM), but using different techniques. The results obtained in these works for
the critical temperature differ by 1.27 times. Despite the complexity of both theoretical and
experimental approaches, interest in research in this area persists.

The aim of this work is to obtain a liquid — vapor coexistence curve for copper and
determine the corresponding critical parameters: temperature, density, and pressure using
molecular dynamics simulations with the EAM interaction potential [32]. This potential was
previously tested and used to describe the processes in solid and liquid copper in the melting
region in [33]. The calculations were performed using the LAMMPS package [34]

2 STATEMENT OF THE PROBLEM

2.1 Mathematical formulation of the problem

The molecular dynamics method is based on the representation of the considered object as a
set of particles for which the Newton's equations are written. For each particle, the mass m;,
velocity v;, and radius vector r; are considered. This results in a system of 2N ordinary
differential equations (ODE)
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m, @ _ F +F™
dt
@_\7 , i=1..N (1)
dt
= OoU(r..T,) . : : : = ot
where F, = — is the force of the interaction between the particles, F*is the force
r

of interaction with the external fields, U (I7,..., I} ) is the potential energy of the system of
N particles.

2.2 Initial and boundary conditions

At the initial moment of time, the object under consideration is a crystal at the temperature
T. The particle velocities at the initial moment are set as random variables corresponding to
the Maxwell distribution at twice the temperature 2T. Before the simulation starts, such an
object is equilibrated with the thermostat [35] and barostat [36] turned on, and quite quickly
part of the Kinetic energy goes into potential one, and the temperature becomes T, and the
pressure is setto P = 0.

As boundary conditions, the periodic conditions are used. Under the periodic boundary
conditions with respect to Ox, it is believed that a particle exiting through the right boundary
is replaced by a particle having the same velocity but entering through the left boundary.

Subsequently, the ODE system (1) is solved using the Verlet finite-difference scheme [37].
In this method, the coordinates of the particles are calculated on the integer time layers, and
the velocity on half-integer ones.

2.3 Particle interaction potential

The accuracy of the results of molecular dynamics modeling substantially depends on the
used particle interaction potential. Since the 1980s, the potentials of the “embedded atom”
family (EAM) have become widespread for metals. To determine the branches of the liquid —
vapor coexistence curve and critical parameters of copper in this work, we used the EAM1
potential, which is a modification of the potential from this family, developed and tested on
copper in [32]. The potential of EAML1 is based on both experimental and ab initio data. The
results of testing of the potential on copper showed its reliability and good agreement with the
experimental data.

3 RESULTS AND DISCUSSION

The computational domain was chosen in the form of a parallelepiped with sizes of
32x15x15 unit cells of copper, which corresponds to a size of 11.568x5.4225x5.4225 nm®.
This domain contains 29,250 particles. Periodic boundary conditions were set along all three
axes. The dimensions of the region in which the sample is located are larger along the x axis
than the dimensions of the sample. On this axis, the size occupied by the atoms of the sample
were 11 nm, and the size of the entire region was assumed to be 55 nm. The selection of the
size of the region was given special attention. Through some preliminary calculations, the
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sizes were determined so that the liquid — vapor boundary did not disappear as a result of
evaporation before the time it reached the critical temperature. And vice versa, so that the
entire area is not prematurely filled with an expanded fluid.

3.1 Formation of the binodal branches

The sample was heated using a thermostat by changing the current temperature T by AT.
Relatively fast heating to a temperature of 4500 K in 100 ps using a thermostat was carried
out at zero pressure, supported by the switched-on barostat. This heating mode was
maintained up to 5000K. After reaching 5000K, the barostat was turned off, since in the near-
critical region it can no longer maintain zero pressure. For this reason, the heating of the
sample, by decreasing AT, was slowed down, compared with heating with the barostat turned
on, in order to avoid rupture of the liquid region. So, if, using the Berendsen thermostat,
heating, starting from the temperature T = 4500 K, was carried out with 4T = 500 K, with
T = 5000 K the AT value decreased to 250 K, and with T = 6000 K AT decreased to 100 K.

The binodal branches were formed according to the results of MDM by averaging the
density over time and space. In all calculations, after each temperature change, the system
remained unchanged for a time t = 1 ns. During this time, the density was averaged over time.
Density was also averaged over space. We represent this procedure in the following example.
Figure 1 shows the spatial density distributions of copper at two temperatures averaged at
6100K and 6600K.

4,0 - ——6100K
3.5 —— 6600K

3,0-
2,5
20
1,5-
1,0-
0,51
0,01

Density, [g/cm’]

I Y 1 L I I L 1 L I

80 20 <10 © 10 20 30 40
X, [nm]

Fig. 1. The spatial distribution of the density of copper averaged over time.

The graph shows that for the temperature of 6100 K, two spatial ranges x; € (— 25,—15)nm
and x, €(—10,25) nm are clearly distinguished, in which fluctuations around two different
density values are noted. In each of these ranges, the coordinate x was chosen in the middle
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where density was averaged over time. In the first range x1, the average density p, = 0.397

g/cm® was obtained, and in the second range x,, the average density p, =3.5 g/cm®. Both
density values correspond to the same temperature. The first value belongs to the liquid
branch, and the second to the vapor branch of the binodal at the temperature of 6100K. On the
curve corresponding to the density of copper at the temperature of 6600 K (Fig. 1), the
oscillations occur around one average value of p=2.25g/cm3, which indicates an
approximate equality of the density of the liquid and vapor of copper in this region, as well as
the proximity of the indicated temperature of the substance (T = 6600K ) to the critical
temperature.

3.2 Critical density pcr

The branches of the liquid-vapor phase equilibrium curve obtained by similar averaging
were deposited on the p - T plane (Fig. 2.). However, due to fluctuations, determining the
exact value of the critical density is difficult. To clarify the value of the critical density, the
rule of the rectilinear diameter is usually used [5]

pLT P = 2pcr +ﬂ“(Tcr _T) (2)

where p_ in the density of liquid at the temperature T, p, is the density of saturated vapor in
equilibrium with the liquid phase at the same temperature. The coefficient /4 is different for
different substances and is close to 1. At T=T, the rule of the rectilinear diameter has the
form:

+
e % (3)

The name “rectilinear diameter”, is determined by the fact that in the coordinates p - T the
diameter of the curve p(T) is a straight line. To draw the straight line, two points D1(T1, prv1)
and D(T2, pLv2) are enough, the ordinates of which are the values calculated by formula (3) at
a certain temperature. As the first point, the binodal values are selected, at a maximum
temperature T; = 6400 K, which still allows the determination of density. For the temperature
T, = 6400K, the ordinate is calculated by formula (3) using the values of p (6400) and
p(6400). To determine the second point Do(T,, pLv2) Of the rectilinear diameter, one can
choose any of the values T <T; and a pair of densities of the liquid and vapor branches of the
binodal corresponding to this temperature. In total, five options were calculated for
determining the coordinates of the second point, and five options were constructed for lines of
rectilinear diameter passing through the point D;(6400; p (6400)) and, therefore, five density
values p¢ri (i = 0, ..4) can be obtained at the temperature T, which has not yet been
determined.

In fig. 2 rectilinear diameter options are shown with colored dashed lines.

The density value at the known value of T = T, can be determined as the average

Per = Zi:pcr,i /5 . 4)

65



M.M. Demin, O.N. Koroleva, A.V. Shapranov, A.A. Aleksashkina

8_
- —=— liquid .
79N " - -&- - vapor ot
i 1
\
= o W :
1
8 B h S I
2 e 1
= @~ T :
‘» T W I
£ 3 ~—
= 2 :::.”‘.'"'j:t::jffiifif::::::::::: .... |
F o e s s s e e s s e e e AT e i i i = .
..................... ;e
g Jrme e //. !
1
7 )
0 . . = I
[

4500 5000 5500 6000 6500 7000
T.[K]

Fig.2. Binodal of copper.

3.3 Critical temperature T,

To obtain the critical density, it was necessary to determine the critical temperature T, for
which we used the method of the average cluster size in the critical region [38]. The essence
of the method is as follows. In the subcritical region, with increasing temperature, the density
and pressure of saturated vapor increase. In the near-critical region, atomic vapor particles
begin to unite into clusters, which reach maximum sizes just at the critical point. With a
further increase in temperature, the density no longer grows. Moreover, due to an increase in
the kinetic energy of chaotic motion, the clusters begin to break up into smaller ones. Thus,
the average cluster size must have a singularity at the critical point. This fact is used in this
method to determine the critical temperature.

The average number of atomic particles forming a cluster can be estimated by the formula

_ n(T)kgT 5
N R(T) ©

where Py(T) is the pressure of the saturated vapor at the given temperature T, n(T)is the
concentration of atomic particles in saturated vapor.

The temperature dependence of the average cluster size is shown in Fig. 3. The
temperature plot has a characteristic kink at a critical point. Thus, using the average cluster
size method, the critical temperature T¢ = 6550 K was found. After that, the critical density
per = 1.895 g/em® was determined from (4).
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Fig. 4. Temperature dependence of saturated vapor pressure.
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The temperature dependence of the saturated vapor pressure P, was also obtained from the
MDM results by averaging the results over time and space (Fig. 4). At the critical temperature
Ter and density per, the saturated vapor pressure P, =~ 0.16 GPa.

3.4 Comparison of the results with the theoretical predictions

Due to the lack of experimental information on the values of the critical parameters of
copper, a comparison of the results was carried out with theoretical predictions of other
studies. Table 1 shows the results of evaluating of the critical parameters of copper from this
work and papers [17, 18, 20-24, 29,31]. The critical parameter values in the table are shown in
decreasing order of Tcr. Among them are estimates obtained: on the basis of similarity
relations [17,21, 24]; derived from the semi-empirical equation of state [20,22,23]; using the
concept of “cohesive energy” [18]; as a result of numerical simulation with Morse potential
[31]; the potential of an embedded atom method [29]. The table also presents the results of
calculating the relative deviation of the critical parameters obtained in this work from these
results

Tcr,N _Tcr,lo

O- = (o2
Ter Per
Tcr,N

I:)cr,N - Pcr,lO
I:)cr,N

_ PerN " Per o
PerN

Oy =

where N=1,...9 is the number of critical parameter values in the table 1, T¢rn, pern, Pern — are
the critical parameters by other authors, for the present work N = 10. The comparison results
are shown at Figs. 5-7.

N T, K o7 % | Per r/em® o. % | Pcr,I'Tla op. % References
cr Per cr

1 8650 24,28 2.631 27,974 0.9543 83,234 [31]
2 8440 22,39 1.94 2,32 0.651 75,422 [20]
3 8390 21,93 2.39 20,71 0.746 78,552 [21]
4 7850 16,56 2,63 0 0.905 82,32 [22]
5 7625 14,10 1.058 -79,11 0.83 80,72 [23]
6 7620 14,04 1.4 -35,357 0.577 72,27 [24]
7 7580 13,59 1.58 -19,937 0.7976 79,94 [17]
8 7250 9,66 2.3 17,609 1.35 88,148 [18]
9 5696 -14,99 1.8 -5,278 0.1141 -40,23 [29]
10 | 6550 1.895 0.16 This work

Table 1. The values of the parameters of copper at the critical point.

As can be seen from Table 1, the critical temperature and density obtained in this work are
in good agreement with the results of other studies (Fig. 5, 6). The maximum deviation (less
than 25%) of the critical temperature obtained in this work from the results of [31] using the
grandcanonical transition-matrix Monte Carlo method with the Morse potential. The smallest
deviation (9.66%) from the results of [18] (Fig. 5). The scatter of the deviation of the critical
density values, as well as the T, values, is small and amounts to = 25%. The exception is the
results of [23] (= 80%) and [24] (= 35%) (Fig. 6). The critical pressure estimates differ quite
significantly (Fig. 7).
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In addition to [29], the deviation of the
obtained P from other works is = 80%.
This can be explained by the fact that
pressure is the most sensitive characteristic
of a substance that responds to any changes
in the system.

The comparison of the obtained critical
parameters with the results of [29], in
which the interaction potential of particles
from the family of the “embedded atom”
(EAM) was used for modeling, showed the
minimum differences of all critical

parameters. Critical temperature differs by 15%, critical density by 5%, critical pressure by
40%. Of all those shown in table 1, these results are the closest. Obviously, this similarity of
results is associated with the use of potentials of one family.

4. CONCLUSION

1.

Based on a series of calculations using molecular dynamics modeling, a liquid — vapor
coexistence curve was obtained and critical parameters of copper were determined:
temperature, density, and pressure using the interaction potential of particles EAM1 [32].
The determination of the critical density value (according to the results of MDM) from
the binodal curve due to strong density fluctuations near the critical temperature was
carried out using the empirical rectilinear diameter procedure.

3HaueHNe KPUTHUECKOW TeMIepaTypbl l¢ Ompedensioch mo pesyiabtatam MJIM ¢
HCIIOJIb30BAHUEM MCETOJIda CPCAHCTO pa3MEpa KIACTCPOB B KpPITH‘-ICCKOfI oOiacTu. The
critical temperature T, was determined from the MDM results using the method of the
average cluster size in the critical region.

A comparison of the simulation results of this work with the results of evaluations of the
critical parameters of copper obtained by other researchers using different approaches
showed a good coincidence.
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Summary. The research deals with the creation of mathematical tools for the simulation of
vehicular traffic flows on complex urban transport networks using modern supercomputers.
The goal of the present paper is further development of micro- and macroscopic models
created by the authors earlier. The proposed 2D microscopic model is based on the cellular
automata theory. In this work algorithms taking into account various driving strategies have
been incorporated into the model. The model is implemented as a program package that
includes User interface and Visualization module. The macroscopic model uses the
continuous medium approximation: it is constructed by analogy with the quasigasdynamic
system of equations. The one dimensional version is proposed in the paper, nevertheless, it
allows reproducing changes in the number of lanes as well as possible road entrances and
exits. Parallel algorithms adapted to high-performance computing systems have been created
for both models, ensuring rapid computations on city road networks.

1 INTRODUCTION

Mathematical modeling of traffic flows is a topic of increasing interest for lots of scientists
all over the world. Due to the permanent growth of the number of vehicles, modern cities
require solutions to support traffic management, both short-term and long-term, and the rising
capacity of modern supercomputer systems allows using more detailed and precise models for
computations. At the same time, for different types of models different tasks are to be
fulfilled. The microscopic models (these include cellular automata models) consider various
aspects of real life driver behaviour, resulting in more fluctuations inside the flow that
consequently leads to reproducing experimentally observed features of traffic. The
macroscopic (gasdynamic) models are means for providing a general picture for traffic
situation on a network while avoiding excessive computational cost.

The first approach under consideration is the microscopic approach. As in atomic models
describing the interaction of atoms and molecules [1-5], here we consider the interaction of
individual particles represented in the form of cars with their drivers. Cellular automata (CA)
models are a special type of microscopic models. The CA theory, first proposed by John von
Neumann in the mid-twentieth century, has got applications in many fields of science. It helps
to predict economic, social, technical, biological and other processes. The first application of
the theory of cellular automata to the traffic flow simulation was proposed in [6]. But
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especially rapidly this trend began to develop since 1992, when Kai Nagel and Michael
Schreckenberg applied the CA theory to transport modeling [7]. Scientists from around the
world have created many variants of traffic flow models based on it. One of the most
interesting reviews on cellular automata models is given in [8]. It is noted that the main goal
of CA models is to describe the macroscopic characteristics of traffic flows using a simple
description of microscopic interactions.

One can trace the further development of this direction, for example, in the following
works. Article [9] suggests stochastic version of the CA model. Article [10] discusses the
simulation of dynamic systems on toroidal structures. In [11, 12] on the basis of the CA
model investigations are carried out to illustrate the three-phase Kerner theory [13]. Article
[14] is devoted to the same issues. In [15] the effect of the difference in driver psychology on
flow stability on a two-lane highway is estimated using the CA model. The article also shows
the influence of safety parameters on the volume of traffic. Some works [16-21] deal with the
adaptation of the CA model to various real transport situations, such as the impact of the
distribution of lanes and turn signals at the intersection on the total traffic capacity,
accounting for interaction with neighboring vehicles, accounting for pedestrian crossings,
traffic on a U-shaped turn, the interaction of cars with buses and bicycles, addresses traffic
safety issues. Some of these transport situations are considered by the authors in the present
paper.

Previously, the CA approach seemed to be the most promising for a detailed description of
local road situations at short distances, since the models are quite flexible due to the ability to
implement any driver strategy without significant algorithmic costs. However, the capacity of
modern ultra-high-performance computing equipment allows models of this type to be
successfully used to simulate traffic on large road networks.

The second approach discussed in this paper uses the continuous medium approximation.
An approach of this kind is widely used in different branches of science, such as gas dynamics
[22-25], flows in porous media [26] and many others. To clarify the basic regularities of dense
traffic flow, it is convenient to use the continuous medium approximation in traffic
simulations, i.e. to use macroscopic models (see [27]). In contrast to microscopic models, the
main objects of study in such models are fields of the average vehicle speed and the density of
vehicular flow. Recently, the number of works devoted to macroscopic models has slightly
decreased, however, there are some cases when the macroscopic description is more
computationally advantageous and gives more clear representation of the average
characteristics of the traffic flow.

A significant amount of works is devoted to models such as Lattice Boltzmann
hydrodynamic models. The following articles can be listed here. A theoretical analysis of
these types of models is presented in [28]. In [29] such characteristics of drivers as "timidity"
or "aggression" are taken into account. In [30, 31] the influence of the human factor on the
stability of a two-way flow is investigated. The authors of article [32] propose a new lattice
model, which helps to study how the driver’s memory volume affects the dynamics of the
traffic flow. Analysis of the linear stability demonstrates that the temporary length of the
driver’s memory has an important effect on the stability of the traffic flow. And in article [33]
the same authors propose an extended one-dimensional hydrodynamic lattice model to study
flow dynamics when driving along a curved road. They obtain the stability condition via the
linear stability analysis. The result of the analysis indicates that the radian of a curved road
plays an important role in influencing the flow stability. In addition, compared with other
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segments of the curved road, the flow easily becomes unstable at the road entrance and exit.
Article [34] also explores movement along a curved road. On the basis of the lattice model it
is confirmed that a curved road negatively affects the stability of the traffic flow.

As follows from the above review, traffic flow simulation has been actively developed in
previous decades. Nevertheless an adequate description of the interaction of traffic flows in
the network nodes under conditions of congested traffic requires further modernization of
existing models and methods for their computer implementation. In view of the significantly
increased loading of city transport networks in recent years, a separate independent task is to
create software for the efficient use of parallel computer technologies.

The aim of the present paper is the development of mathematical tools for modeling the
dynamics of traffic flows on complex fragments of road networks that are structural elements
of a branched transport system of a metropolis. For this purpose the paper discusses two
possible ways of solving the given problem. Previously the authors created the original
microscopic model based on the cellular automata theory and the macroscopic model using
the ideology of the quasigasdynamic system of equations. In the current research these models
undergo the needed modification.

In the field of micromodeling, the goal is the extension of the CA model by introducing
new algorithms that describe a variety of traffic situations, as well as possible driver
strategies. Improved algorithms of lane changing, crossroad overcoming, queue forming,
moving on the road with complex geometry, driving around obstacles are to be created.
Algorithms depicting different driving strategies are also to be included. Another goal is to
create a so-called "slow-to-start" model for reproducing real fluctuations that occur in
congested traffic.

In the field of macromodeling the main goal is the development of the gasdynamic type
model with a simple enough structure but with possibility to describe the movement over
crossroads, roads with the changing number of lanes and to account for the existence of on-
ramps and off-ramps. In paper [35] a 2D macroscopic model was proposed by analogy with
the quasigasdynamic (QGD) system of equations designed to predict a wide class of
compressible gas flows including low Mach number flows (see [36]). However, when
modeling traffic at complex junctions and interchanges, and especially in numerical
implementation, such a description may cause additional difficulties. At the same time, in
many practically important cases a one-dimensional description can be sufficient to study
peculiarities of vehicular flow and to obtain qualitatively correct results.

A common task for models of both types is their adaptation to distributed memory
multiprocessor systems to make the calculations most efficient.

The approaches are to be verified by various numerical experiments, including test
predictions of traffic on signalized intersections at different traffic light regimes.

2 THE ORIGINAL 2D CA MODEL

The original cellular automata model created by the authors presents a generalization of the
classic Nagel-Schreckenberg model [7] to the multilane case with various driver behaviour
algorithms included.

The road is divided into equal cells. As is usual for traffic CA models, a cell is 7.5 meters
long and one lane wide, the time step is 1 second. The cell can be either empty or occupied by
a single vehicle (Fig.°1).
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Figure 1. The computational domain for CA-model

Each car has a set of parameters: unique ID, maximum speed — V4, current location (the
road number, the lane number and the cell number), current speed — from 0 to V,,,, and final
destination; its driver can be ‘cautious’ or ‘aggressive’, ‘cooperative’ or not. These
parameters, especially location and speed can change at each time step, it depends on the
situation around the car.

Each time step cell state update is carried out according to the following rules:

e a vehicle changes a lane if it is necessary (to reach the desired destination or to
drive around an obstacle), it is advantageous for a driver (leads to speed increase
and/or density decrease) and it is possible (i.e. if the lane change is allowed and the
target cell is empty);

e avehicle moves along the road according to the classic rules for the one-lane traffic
[7].

These rules consist of the substeps represented as a block-scheme (Fig. 2) for each car, d —
the distance between the current car and the next one in front of it.

Acceleration:
V=V+1 if V=Vmax

Deceleration: V=d-1 if V=d;
d is the distance to the next
car in the lane

Stochastic element:
V=V-1 if V=0 with
probability p

Vehicle movement
(with speed V)

Figure 2. Block-scheme for the 1D Nagel-Schreckenberg model
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The first step reflects the general desire of all drivers to drive as quickly as possible. The
second guarantees no collisions with vehicles in front. An element of stochastics, taking into
account randomness in the behaviour of drivers, is introduced in the third step. On the fourth,
the state is finally updated for this movement participant.

3 ALGORITHMS INCLUDED IN THE CA MODEL

3.1 Changing lanes

The rules of changing lanes can depend on various conditions, i.e. road segment, road
signs, driver behaviour.

Lane change:

Is lane change
advantageous?

Change:YES Change: NO

Is lane change
necessary?

Is lane change
safe?

Change:YES

[ Randomization:
is rand>p? (pis a
given probability)
NO

Change:YES I

Figure 3. Block-scheme for the lane change algorithm
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The block-scheme for the basic algorithm of lane changing is presented in the Fig.°3:
Lane changing takes place under following conditions:

e avehicle is located in a domain where lane change is allowed;

e lane change leads to the speed increase (density decrease) or is necessary to reach
the destination;

e there is an obstacle not far away on the current lane;

e the target cell is empty;

e the safety condition is satisfied - on the target lane the distance behind is greater or
equal to the maximal/current velocity of the previous car (cautious/aggressive
drivers), the distance in front is greater or equal to the concerned vehicle velocity;

¢ lane change takes place with a given probability.

The described algorithm is basic and its variations are included as an integral part in all
subsequent algorithms for the movement of cars on various elements of the transport network.
The algorithms described below have a much more complex structure, so their graphical
representation in the form of block-schemes is rather bulky for the article format.

3.2 The algorithm of crossroad overcoming

e Within 100 meters before traffic lights the vehicle changes lane under its purpose
according to the road laws.
e A vehicle accelerates or decelerates according to the Nagel-Schreckenberg model.
e Additional speed decreasing takes place under the following conditions:
= if a vehicle is located near the turning point (at the turning point it stops);
= ifa traffic light is red;
= if there is the collision threat on the crossroad.
e A vehicle moves under the foregoing rules with randomization.
e A vehicle turns if it is located in the turning point and has got the corresponding
target.

3.3 Forming the entrance queue

According to the entrance flow value for the given direction that is set by user before the
calculation, time steps on which new vehicles should be added in the system are specified. At a
given time step the vehicle appears in the entrance cell of the right lane if it is not occupied by
another vehicle. If it happens to be occupied, other lanes are checked. If there is a traffic jam and
all the entrance cells in the given direction contain vehicles already, the car can’t enter and it is
added into the queue. As soon as one of the entrance cells vacates, the car appears on the road.

3.4 Road narrowing/widening

Each driver is able to “see” if the road narrows down some distance ahead. In this case, the
driver tries to change lane if his lane is going to disappear, even if the speed in the target lane is
lower than the speed in his current lane and the traffic over there is denser. Some drivers in the
target lane, if they are “cooperative”, can stop to let the driver change his lane.

In case of the road widening, drivers react only when they reach it, following the general
“lesser density/higher velocity” rule, i.e., seeing the empty lane, they move there for more
comfortable driving.
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3.5 Driving around an obstacle

If there is an obstacle in the middle of the road (for example, a broken car or cars after a
road accident), a driver is able to “see” it before it reaches it, like in the case of a road
narrowing. He also tries to drive around it, first determining which direction of lane changing
is preferable, and then he changes lanes till he reaches a free one, with or without help of
“cooperative” drivers.

3.6 Different driving strategies

Each driver has his own driving style: ones are more determined, change lanes more easily,
others are more cautious, they wait for a larger gap to move to the neighbouring lane. Their
behaviour influences the overall situation on the road. To reflect that, the following driver
types were included in the model:

e "Cautious" drivers change lanes only if the gap between the target cell and the first
occupied cell upstream is larger than the maximum speed;

o "Aggressive" drivers change lanes if the gap between the target cell and the first
occupied cell upstream is larger than the actual speed of the vehicle which is
situated in the first occupied cell;

e "Cooperative" drivers can be either cautious or aggressive. The percentage of
cooperative drivers in the system can vary. These drivers:

= slowdown (V=V-1;V2>1),if they see a traffic jam before an obstacle or
a road bottleneck on the neighbouring lane;

= if there is a jam before the obstacle on the neighbouring lane, and there are
drivers that want to change their lane, cooperative drivers stop and let them
pass;

= wait for several time steps if the car from the other lane can’t move
immediately, because the target cell is occupied by another car.

4 THE ‘SLOW-TO-START’ VERSION OF THE CA MODEL

According to the classic one-lane Nagel-Schreckenberg rules, the driver checks if the next
cell is empty, and if it is, he starts moving. But there is another class of models — ‘slow-to-
start’” — where vehicles begin their movement only on condition that there is more than one
free cell in front of them (see [8]). This rule was included in the model so that cars did not
disperse too quickly from the place of the traffic jam. It allows to reproduce the effect of
hysteresis that is observed during the transition from the free flow phase to the synchronized
flow phase, depending on random processes in the traffic flow.

According to the three phase theory by B. Kerner [13], there are three phases in the traffic
flow: F is the phase of free flow, S is the phase of synchronized flow and J is the phase of
wide moving jams. Due to the instability of the flow, for example, due to the effect of over-
acceleration (see [7]), phase transitions can occur spontaneously. As experimental data show,
models of the ‘slow-to-start’ class reproduce such phase transitions more successfully.

To satisfy the ‘slow-to-start’ rule, a set of appropriate conditions was added to the created
model. The results obtained via this model can be found in paper [37].
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5 NUMERICAL REALIZATION

The created program package consists of two modules: the Computational module that
carries out calculations and the User Interface and Visualization module that serves the
purpose of getting the initial data from a user, transferring it to the Computational module,
getting results back and providing their visual interpretation.

The code is written in C/C++ and uses the MPI library for parallel calculations. Separate
sub-programmes simulate traffic on different types of road elements in parallel, with data
exchange on the boundaries.

The results of computations for some standard road elements are shown in Fig. 4. Different
colours of cars represent different destinations attributed to them. Fig. 4(a) and Fig. 4(c)
represent signalized intersections (T-cross and X cross respectively). In Fig. 4(b) an U-turn on
a road with a wide median is shown. In Fig. 4(d), where the road with an accident is
presented, the black circle represents an unmoving car that experienced the accident. In
Fig. 4(e) an on-ramp is shown.

Kol = 1

step:151

step:93

4(a) 4(b) 4(c)

step:135 step:505

4(d) 4(e)

Figure 4. Basic road fragments

At each time step processors exchange information whether any vehicles are crossing the
boundaries during this step. If the answer is positive, the data regarding those vehicles is
packed and sent/received, and the cars appear on the next road fragment. In order to avoid the
situation where the target cell is already occupied, the information about all vehicles that
stopped near the beginning of the road fragment is collected. If there is a traffic jam on the
road, the drivers from the previous (upstream) fragment that are nearing its end can “see” it
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and slow down or stop if necessary.

6 TEST PREDICTIONS FOR THE CA MODEL

The models have been verified by various numerical experiments (see, for example,
[38, 39]), including the comparison with experimental data [37].

For further comparison and verification of the created models a few test problems were
researched. The first one is modelling traffic on a small road network of two neighbouring
intersections (see Fig. 5). It consists of two elements: an U-turn on the road with a median
wide enough to fit in a car, and a signalized X-crossroad, that are connected by data exchange
on the boundaries via MPI. Once the car leaves its element, it appears on the next, obtaining a
new destination (since its previous destination is considered to be reached).

Figure 5. Simulating traffic on two neighbouring intersections: U-Turn +X-Crossroad

Another test problem is modeling traffic on a small network which consists of two
signalized intersections (Fig. 6). When a car approaches the boundary with another element,
the possibility of entering is checked. If the desired cells are occupied by other cars waiting
for the green light on the target element, the car stops and waits until one of these cells is
empty.

188

_ TR -
L =L

Figure 6. Simulating traffic on two neighbouring intersections: T-Crossroad + X-Crossroad
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Along with the visual representation of what is happening with traffic on this part of the
network, various average characteristics can be obtained [37].

7 THE QGD APPROACH TO TRAFFIC FLOW MODELING

7.1 The governing macroscopic model

In case of congested traffic when average quantities of traffic flow are of primary interest
the continuous medium approximation is convenient to employ, i.e. to use macroscopic
models. In contrast to microscopic models, the main objects of study in such models are fields
of the average vehicle speed and the density of vehicular flow. The most popular models of
this type are models like gas-dynamic ones.

For many practically important problems a one-dimensional description is sufficient to
study peculiarities of vehicular flow and to obtain qualitatively correct results. The paper
focuses on a 1D variant of the quasigasdynamic equations system for vehicular traffic flow. It
can be written as follows:

8_p+6pV:izﬁ(pV2+P)+

F, 1
ot ox 0ox2 Ox r o
2 3
WY OV apy DTN P o
ot ox ox 2 ox
Here p[&} is the traffic density, V[k—m} is the spatial average speed of vehicles.
km - lane h

The above system belongs to macroscopic models of the second order [27]. It includes two
equations in the form of conservation laws for obtaining the density (1) and the speed (2).
Since the solution of the system can be occasionally discontinuous, i.e. so-called traffic
shock-waves can take place, as a rule diffusion terms are introduced into the equations for
solution smoothing. The QGD system possesses such a property initially. One of the basic
assumptions for the QGD system is existence of additional mass flux that ensures a smooth
solution at the reference scale of the medium (see [36]). The right-hand sides of equations (1)
and (2) include such fluxes. By analogy with gas dynamics minimal reference time and space
scales are introduced for traffic flows in order to satisfy the continuous medium
approximation. The small parameter 7 is interpreted as a reference time that means the time
interval in which several vehicles cross a given point of the road. As a reference length the
distance between vehicles for the given speed can be considered.

Equations (1)-(2) employ the listed below additional functions related specifically to
transport problems.

ap’
The analogue of pressure: P(p) = 7

. km®
Phenomenological constants are taken from works by other authors as a = 60h—n2 , p=2.
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The accelerating/decelerating force: f =ap. Here a is the relaxation term reflecting

. e V,(p)=V
adaptation of the speed to the equilibrium speed: @ = ——.

The involved equilibrium speed V., ( p) has the sense of the optimal speed under the given

conditions. It is a function depending only on the density and obtaining from the fundamental
diagram. In the current investigation the parabolic fundamental diagram is used:

0..(p) = pV, [l —LJ- 3)

Jjam

Taking into account the relation O, = pV, we get the next dependence of the equilibrium
speed on the density:

V;,@)%(l—i]-

jam

Here V) is the free traffic speed, pj4, is the density at which vehicles stop moving (“traffic

km h
jam”). In computations the next values are used: V, =90—, p,,, = 120—=1
h km-lane

The function 7" depends on the density:

T(p)=t, {1 +L] , where 7, =50 and »=0.95 are the model parameters.
Pjamn —TP

The source functions in the right-hand sides of equations (1)-(2) are equal to zero if the
road is homogeneous, that is the number of lanes does not change and there are no
entrances/exits. If there is a change in the number of lanes, then the concept of the real
function /, which has the meaning of the number of lanes, is introduced [27]. It does not
change abruptly, but is piecewise linear or may have a more complex form. When the number
of lanes changes, it takes not integer (i.e. real) values on a certain distance before the
narrowing/widening. The integer part of this value reflects the contribution of the continuing
lanes, and the mantissa is the contribution of the closing/opening lane to the traffic movement
as a whole.

In addition, if there are entries/exits, the corresponding source terms appear in the right-
hand sides of the equations. If by analogy with [27] we introduce the concept of "the effective

source density", denoting it v, , the right-hand side of equation (1) takes the following form:

F(n)=-29 00 () @

where
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O,y (1)

if x is inside the entry / exit zone,
Vo (X,2) =4 1L,

0 otherwise.
Here Qrmp
is the acceleration band length — the length of the on-ramp or off-ramp. The source term for
the momentum equation (2) can be also obtained after [27]. For the conservative form of the
equation it will be as follows:

denotes the incoming (from the entry) or outgoing (from the exit) traffic flow, L,

pV?dl
FV (x,t)=—TE+ ermp (x)+pArmp (5)
where
A _ (I/rmp _V) Qrmp‘
" pIL ’

rmp
V.., 18 the speed of on-ramp vehicles merging or diverging the main road, V,, <V .

Differential equations should be supplemented at boundary points of the computational
domain by boundary conditions of the first or second kind for the density and velocity that
depend on the specific formulation of the problem.

7.2 Numerical implementation

For numerical implementation of system (1)-(2) an explicit finite-difference method is
used. The next two-level scheme is applied, convective terms are approximated by central
differences [40]:

pA_tp +(pV) =0.50(pV* +P), +F,,

%Jr(pyz +p)g = [ +0.5z(pV” +PV)XX +F,.

The conditional stability of schemes is ensured by the presence of diffusion terms in the
right hand sides. As the numerical implementation is based on explicit schemes its
parallelization can be performed with high efficiency. The parallel algorithm is focused on the
use of distributed memory supercomputers.

For the interaction of parallel processes in the code the MPI (Message Passing Interface)
technology is employed. Parallelization is based on the principle of geometrical parallelism.
For macroscopic traffic flow computations the algorithm with partitioning of the
computational domain (the road network) into subdomains was proposed. Each subdomain
represents one segment of the network connecting two neighbouring nodes (intersections). In
network nodes the data exchange between adjacent segments occurs. Splitting is carried out in
such a way that two neighbouring sections have two common points for the correct
implementation of boundary conditions at bordering points of subdomains. Thus, each section
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of the road is calculated on a separate processor, transmitting and synchronizing data via MPI
operations.

Further calculations were carried out at Keldysh Institute of Applied Mathematics RAS on
the MV S-Express supercomputer, which has a distributed memory architecture (see [32]).

8 TEST PREDICTIONS FOR THE QGD TRAFFIC MODEL

As in case of the CA model the QGD traffic model verification was performed by test
problems on signalized intersections. In test predictions the intersection is represented as a
graph, at parallelization each subdomain corresponds to the graph edge.

In the signalized intersection test problem a traffic light is placed in the graph node,
allowing one or another entrance flow alternately pass through the intersection in accordance
with the traffic light phase.

For the flow for which the green light is on, conditions of matching are set on the boundary
between neighboring subdomains — a simple exchange of the boundary values of densities
and velocities takes place. For the flow for which the red light is on, the density and the
velocity at the point of the traffic light location are discontinuous: on the left of the traffic
light the velocity equals zero, the density increases up to the maximum. On the right of the
traffic light the movement continues. Equations (1)-(2) in this point are simplified to the next
ones (the acceleration and the pressure gradient become equal to zero):

op __9pV
o ox
opV _ opV?
o ox

For flow entering the node on the right boundary of the subdomain before the traffic light
these conditions in the difference form with the first order of approximation are as follows:

n+l

At ;
ION :,ON+_(,0V)N71,

h
Vot =0.
For flow exiting the node on the left boundary of the subdomain after the traffic light:
n+ n At n
Po : = Py _7( V)1 s
n+l n Al 2\"
(pV)o :(pV)o _7( 4 )1 ’

Here superscripts correspond to the time levels and subscripts correspond to the points of
computational subdomains.

Figure 7 reflects the obtained results for T-type signalized intersection at different traffic
light phases. The density values are presented. Black arrows show the direction of cars'
movement. The traffic light phases are depicted by the traffic light colours near the roads. The
picture at Time 1 demonstrates the initial statement of the problem. At Time 29 one can see
the density increase before the red traffic lights. At Times 44 and 90 when the green traffic
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light is on, the density jump in the corresponding section of the road in front of the traffic

light begins to decrease.
120 - 120
|
100 100
80 — rl 80
60 60
40 40
20 20

Time 29

100 100
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80 80
60 60
40 40
20 20
Time 90
0 0

Figure 7. Simulating traffic on T-type signalized intersection at different traffic light phases
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Figure 8. Simulating traffic on X-type signalized intersection at different traffic light phases
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Figure 8 demonstrates the results for X-type signalized intersection. The traffic light
phases are depicted by green arrows showing the allowed directions of movement at the
intersection during the given phase. In the pictures one can observe the same dependence of
the density on traffic signals as in the previous case.

One more test prediction is the simulation of traffic flow on the road with a preset
geometry. It should be noted that the simplest test calculations of traffic on the road with an
increase and decrease in the number of lanes, as well as a comparison of the results with the
calculations from [27] are given in [41]. The following problem statement is considered in
this article. The 20 km road section with the number of lanes 7 is under consideration. The
computational domain is depicted in Fig. 9.

NN

0 2 5 9:2 ' 9 9.2 13 132 15 152 20
Local Off-ramp On-ramp Lane
Widening Closure

Figure 9. Geometry of the road section under consideration

This section contains:
e alocal road widening of 2 km long,
e an exit (the off-ramp with length L,,, i = 0.02 km starting at the point x = 5 km),
e an entry (the on-ramp with length L,,, ; = 0.02 km starting at x = 9 km),
e alane closure starting at x = 13.2 km and lasting 1.8 km.
The volume of traffic (input flows of the entry, exit and main road) is constant and is set by

values Qrmp in, Ormp our and Q.
Results of calculations (the spatiotemporal pattern of the density) are presented in Fig. 10.
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Figure 10. Density field on the road section under consideration
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Obtained results show that significant degradation of the road situation occurs at the lane
closure point. The bottleneck capacity can no longer keep up with the input flow and the
traffic breakdown takes place at this point, the density jam propagates upstream.

One can conclude that the numerical simulation with the use of the proposed QGD traffic
model and the developed parallel software leads to correct results. In the calculations,
parallelization efficiency of almost 100 percent was achieved.

Models created can be implemented as a part of Intelligent Transportation System (ITS) of
a city, serving the purpose of informing drivers, rerouting if necessary, managing road
infrastructure in order to use a transportation network safely and efficiently.

9 CONCLUSIONS

The following results obtained should be noted.

The microscopic CA model of traffic flows has been extended by improving the existing
algorithms and adding new ones:

e lane changing;
crossroad overcoming for different types of crossroads;
forming the entrance queue;
moving on the road with narrowing/widening;
driving around an obstacle;

e implementing different driving strategies.

A new version of the CA model, namely the 'slow-to-start' model, has been proposed in
order to reproduce the transition from the free flow phase to the synchronized flow phase
more realistically.

The program package consisting of two modules — the Computational module and the User
Interface and Visualization module — has been created and adapted for supercomputer
calculations.

Several test problems have been solved to verify the developed models and algorithms.
Vehicle movement on different road fragments, such as a T-cross, an X-cross, an U-turn, an
on-ramp, has been predicted, the expected behaviour of movement has been observed. It was
shown that traffic on more complex road networks can be simulated by various combinations
of the listed road elements.

The one-dimensional variant of the QGD system of equations for the description of
vehicular traffic flow on roads with T-cross and X-cross has been proposed. The model can
take into account the changing number of lanes, on-ramps and off-ramps. The corresponding
test predictions have demonstrated the adequacy of the proposed model. The parallel
algorithm based on the principle of geometrical parallelism has been developed. Due to the
implementation of the model by explicit difference schemes very high efficiency of
parallelization was achieved. The approach can be successfully employed if the average
quantities such as the density and the velocity of traffic flow are under consideration.
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Summary. The processes of elastoplastic deformation in single-crystal alloys characterized
by cubic symmetry of properties are investigated. Using the heat-resistant single-crystal alloy
VZhMS used to create gas turbine engine blades by directional crystallization as an example, the
dependences of deformation processes on the orientation of loading directions with respect to
crystallographic axes are shown. Significant anisotropy of mechanical properties, including the
presence of negative Poisson’s ratios, in heat-resistant nickel alloys is maintained up to a tem-
perature of 1150 °C. Therefore, over the entire range of operating temperatures, the propagation
velocities of elastic and plastic waves in single-crystal heat-resistant nickel alloys depend on the
propagation direction. On the example of a VZhMS single-crystal alloy under dynamic loading
in a three-dimensional formulation, the differences in the processes of deformation realized in
a single crystal under loading along the [011], [111] and [001] axes are investigated.

1 INTRODUCTION

The mechanical properties of anisotropic materials, which include single crystals [1] with
cubic symmetry properties, depend on the direction. When they are loaded in some directions,
a common feature is auxeticity (deformation of the same sign in the direction perpendicular
to the direction of loading). In single crystals with cubic symmetry of properties [2-9], elastic
properties in the plane (011) are traditionally subject to investigation. This is due to the pres-
ence of negative values of Poisson’s coefficients (auxeticity) in some planes, as well as values
exceeding 0.5 and even 1.5 for some types of single crystals. Therefore, the processes of elastic
deformation under loading of single crystals along the axis [011] have a number of features. The
problems of single crystal deformation with cubic symmetry of properties under dynamic load-
ing conditions [10] are considered, for example, single-crystal VZhMS8 based on nickel, with
face-centered lattice. In materials with cubic symmetry of properties in the (011) plane, the elas-
tic properties coincide only when the axes are rotated by an angle of 90°; for any other angles of
rotation in the (011) plane, the elastic properties are different. Therefore when the shock loading
direction changes relative to the crystallographic axes of single crystals with cubic symmetry

2010 Mathematics Subject Classification: 74J10, 74E10, 74E15.
Key words and phrases: single crystals, auxeticity, shock loading, spall fracture.
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of properties, as well as when the computational coordinate system rotates in any plane rela-
tive to the crystallographic axes, the wave pattern of deformation changes. Turbine blades of
heat-resistant nickel alloys are made from such materials. VZhM8 V generation single-crystal
alloy, created for use by gas turbine engine blades, is characterized by significant anisotropy
of elastic properties, plasticity, creep, short-term and long-term strength, high-cycle and low-
cycle fatigue, and crack resistance [11]. Alloy VZhMS8 contains Cr—vol 3%, Mo—vol 3.5%,
W—vol4.2%, Re—vo0l 6.3%, Ta—vol 6%, Al—vol 5.7%, Co—vol 5.5%, Ru—vol 6%.

The single-crystal alloy VZhMS has a dendritic structure. It has a heterophase structure. The
rhenium-containing alloy is additionally alloyed with ruthenium to stabilize the phase composi-
tion. All mechanical characteristics have their own anisotropy [12], which significantly depends
on temperature. Aircraft engine blades are grown in such a way that their longitudinal axis co-
incides with the crystallographic direction [001]. This is determined by the need to minimize
the magnitude of the Young’s modulus and, consequently, the magnitude of thermal stresses in
the direction of the centrifugal forces. The azimuthal orientation of the single-crystal alloy with
respect to the blade geometry is not controlled [13—15]. To study the mechanical properties
in the [001], [011] and [111] directions in single crystal alloys, sample castings are obtained
using seed single crystals of Ni-W alloy. The samples have a cylindrical shape; the longitudi-
nal axis of the samples coincides with one of the directions: [001], [011] and [111]. Poisson’s
coefficients, Young’s modulus under tensile conditions at different temperatures [16], as well
as plasticity and strength characteristics are investigated in the obtained samples. The values
of elastic and plastic properties of the VZhMS alloy obtained in full-scale experiments in the
directions [001], [011] and [111] in [17] were used in modeling the processes of elastic and
plastic deformations.

Using the example of solving a test problem (Taylor test) with different orientations of the
crystallographic axes of a single crystal with cubic symmetry properties relative to the cylinder
axis in a three dimensional formulation, features of the deformation processes characteristic
of auxetic materials are shown. These studies are needed to corrected the mathematical mod-
els used to process the results of field experiments used to study the dynamic properties of
materials [18, 19]. The values of the propagation velocities of elastic waves depending on the
direction in anisotropic and in particular auxetic materials play an important role in such field
experiments.

The paper presents the results of numerical simulation of spall fracture of a target from a
VZhM8 alloy for the case of coincidence of the direction of shock loading with the [011] axis
and it is shown that in this case a non-axisymmetric deformation process occurs in the target.
From the solution of the problem of shock loading of the cylinder along the [011] direction
the reason of this asymmetry is clear. In the study of the deformation processes for the three
cases of loading of the cylinders against a rigid wall and shock loading targets carried out nu-
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merically by the dynamic finite element method using original programs [20,21]. The aim of
the work is to study the processes of elastic-plastic deformation in materials characterized by
cubic symmetry of mechanical properties under dynamic loads. The influence of the presence
of negative Poisson’s coefficients in the elastic properties of cubic single crystals on the im-
plementation of various processes of elastic-plastic deformation depending on the directions of
shock loading relative to the crystallographic axes of single crystals is shown. A mathematical
model of elastic-plastic modeling of anisotropic materials is applied, taking into account the
correspondence of uniform bulk deformation to anisotropic stress.

2 MATHEMATICAL STATEMENT OF THE PROBLEM

Dynamic loading of an anisotropic solid is modeled within the framework of continuum
mechanics using the continuity equation and equations of motion [22] in a three dimensional
formulation: continuity equation

d

d—lt)+pdivx7:0, (1)
continuum motion equations

de 3 Gki k

— = F 2

dt 8xl— T 2)

where p is the medium density; v is speed vector; F* are the mass vector components; 6%/ are
the contravariant components of the symmetric stress tensor. The components of the symmetric
strain rate tensor (e;;) were calculated as follows e;; = (V;v; + V;v;) /2, where v; are the velocity
vector components; i, j = x, y, z. The elastic deformation of an anisotropic material is carried
out using the values of total stresses and rates of total deformations and is described by the
generalized Hook’s law:

do;;/dt = Cjien, 3)

where C; ji; are the components of the elastic constant tensor in the calculated coordinate system.
The calculations were carried out using a mathematical model that includes the decomposition
of the total stress tensor into the deviator part and the “anisotropic” hydrostatic stress [21]:

0ij = Sij — Pelij, “4)

where §;; are the total stress deviator components, 4;; is the generalized Kronecker symbol, P,
is the mean pressure. In the field of elastic deformations S;; = Cjjx &, Aij = CijkiOu/(3Ka),
Ky = Cijk16ij0k /9, Po = €vCijx16;j61 /3, where K, is the generalized bulk strain modulus, &
is the Kronecker symbol, &; are the deformation deviator components, C;j; are the elastic
constants defined in directions that coincide with the directions of the calculated coordinate
system, €y is volumetric deformation of anisotropic medium. In the field of elastic deformations
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gy = €11 + &2 + €3. In the field of plastic deformations &y = (V — Vy)/Vy. The volumetric
deformation of the anisotropic medium does not change, when the direction of the deformation
changes, but due to different compressibility factors of the material in different directions, it
causes anisotropic hydrostatic stress in cases when 4;; is not equal to one.

Using of numerical calculations in the field of elastic deformations of the decomposition of
the total stress tensor in the form of (4) is equivalent to calculations in full stresses. The total
stresses in the field of plastic deformations were also calculated by formula (4). Those in the
present work, this approach is extended to the region of plastic deformations and it was assumed
that the pressure anisotropy coincided in the region of elastic and plastic deformations. When
modeling plastic deformation of anisotropic material, the average pressure P, in the material
was calculated using the Mie—Griineisen equation as a function of specific internal energy E
and current density:

3 1% 4 (V/Vo—1)
P=YK,(——-1) [1-K~—L2—~], 5
n; (VO ) [ 2 )

where Ky, K|, K>, K5 are the material constants, V, V| are the current and initial volumes. In the
field of plastic deformations, P, was also multiplied by the values of the coefficients 4;;. The
components of the total stress deviator were calculated using the flow theory. The associated
law of flow is used to calculate the plastic deformation in the form

JdF
86,7"

de{j. =dA (6)

the parameter dA = 0 at elastic deformation, at plastic is always positive, is defined by means
of a condition of plasticity, delpj are the components of plastic deformation, F' is the plasticity
function.

The Mises—Hill plasticity condition, written through stress deviators for transtropic material
with regard to isotropic hardening, has the form [23]

F(s,-j,R):%JrS—%; S—%+S—i2+s—%21+s—%3—132:0, (7
. r5 13 ry 713§ re

where r; is determined through yield limits for tensile and shear transtropic material, R is the
isotropic hardening function.

From the experimental studies presented in [23] it is known that the function R characterizing
isotropic hardening is invariant to the type of stress state, is determined from experiments on
simple loading and depends linearly on the accumulated plastic deformation €”: R(e”) = 1+

EeP, where €” = [|def|, k,1=1,2,3.
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The elastoplastic material deformation model is supplemented by a fracture criterion con-
taining the ultimate porosity of the material. Spalling of the sample is considered as a process
of merging micropores in a plastically deformed material under the action of tensile stresses. By
averaging over the volume, we pass from the volume of the porous medium to the solid medium
with the averaged density and the equation of state of the porous material.

Assuming that the change in pore volume depends on the plastic characteristics of the mate-
rial and does not depend on the viscosity characteristics, an equation is solved that is the equality
of the pressure increment obtained by the equation of state of the matrix material and due to the
growth of the spherical pores. As a measure of damage, the porosity parameter & introduced by
Herrmann. The porosity parameter in the Herrmann model is the ratio of the specific volume
(V = Vi +V,) of the porous medium to the specific volume of the solid matrix material (starting
material):

o=V /Vn. 8)

In modeling of the detachment fracture, an equation was used to determine the porosity
parameter, obtained from the equilibrium condition of the spherical pore under the action of the
applied pressure, in the following form:

oP, 4+ oxIn(a/(a—1)) =0, )

where o, = 205, /3. This equation is applied provided that
P, < osln(a/(a—1)), (10)

otherwise the change in porosity does not occur in time, i.e.
do/dt = 0. (11D

The moment of completion of the local macroscopic destruction of the material is the achieve-
ment of porosity of the critical value. The elastic-plastic deformation of the isotropic projectile
material was carried out using the Prandtl-Reiss model. The stresses defined in the element,
rigidly rotated in space, are recalculated using the Jaumann derivative

DG,'J'
Dt

=doj;/dt — o @jr — O jr Oy, (12)

where W;; = 0.5 (avj/8x,~ — 8v,~/8xj).
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3 COMPUTATIONAL EXPERIMENT

The impact of a cylinder with a height of 50 mm and a radius of 5 mm from a single crystal
alloy VZhMS on a rigid target with an initial velocity of 50 m/s is considered. The axis of
symmetry of the cylinder in each problem coincides with one of the three axes in which the
elastic, plastic, and strength properties in cubic crystals are traditionally investigated: [111],
[001], and [011]. In the first case, all three calculated axes coincide with the directions [111].
In the second case, the direction of the axis of symmetry of the cylinder and the other two
coincides with the direction of the crystallographic axes [001], [010] and [100]. In the third
case, the axis of symmetry of the cylinder coincides with the direction [011], and the other
two axes of the calculated coordinate system with [100] and [011]. Those, in the first and in
the second cases, axisymmetric problems are solved, and in the third case, a three-dimensional
stress state is realized in the cylinder. The differences in each case of the axes of symmetry of
a single crystal alloy relative to the axis of symmetry of the cylinder leads to the fact that in all
three problems the values of technical elastic constants and velocities of propagation of elastic
waves in the direction of each coordinate axis have different values. Only elastic deformations
are considered, in order to determine their contribution in cases of development of elastoplastic
deformations. The ratios of the strain values are analyzed, as well as their sign in three cases
of different orientations of the VZhMS crystallographic axes with respect to the direction of
impact.

In the first case, the values of technical elastic constants are: E = 250.6 GPa, v = 0.28,
G = 46.7 GPa, longitudinal wave speeds v; = 6548 m/s, shear wave speeds vy = 2646 m/s.

In the second case, the values of technical elastic constants are: £ = 102.2 GPa, v = 0.426,
G = 118.7 GPa longitudinal wave speeds v; = 5539 m/s, shear wave speeds vs = 3619 m/s.

In the third case, the values of technical elastic constants differ in three mutually perpendicu-
lar directions: Ey = 102.2 GPa, E, = E; = 193.2 GPa, G, = G, = 118.7 GPa, G,, = 35.8 GPa,
Viy = 0.788, vy, = —0.14, v, = 1.489, longitudinal wave speeds v, = 6311 m/s, shear wave
speeds vs; = 3619 m/s and vsy = 1989 m/s [13]. In this case, the cylinder material is char-
acterized by auxeticity; the other two Poisson ratios exceed the value of 0.5. Material density
Po = 9060 kg/m>. The axis of symmetry of the cylinder in all three cases coincides with the axis
OZ. The shock loading of a cylindrical body made of VZhM& alloy with a steel projectile with
an initial velocity of 600 m/s is simulated. The elastoplastic deformation of the isotropic ma-
terial of the projectile is determined using the Prandtl-Reuss model. Plastic deformation in the
material of an target is determined using a flow model with isotropic hardening. The Mises—Hill
function is used as a function of plasticity for anisotropic media. The yield strength at a temper-
ature of 800 °C is 934 MPa in the [011] direction and 1050.8 MPa in the [001] direction. The
spallation of a cylindrical body from a VZhMS8-target alloy is modeled on the base of a mathe-
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Figure 1: The initial configuration of the projectile and target.

matical model modified for anisotropic media [24]. The element is considered to be destroyed
and all stress components in it are equated to zero when a local stretch of the grid element is
more than 30%. This simulates the appearance of a spall crack in the material of a target with
its shock loading. Consider the interaction of two bodies in the general, three-dimensional case
in the Cartesian coordinate system XY Z (figure 1).

The calculation method used is the finite element method modified by G. R. Johnson for solv-
ing problems in dynamic formulation [20]. It has first order accuracy in time and in space. Dis-
cretization of the computational domains was carried out using simplex approximation. Bound-
ary conditions of impact—Ioading of the cylinder on a rigid wall. Each body occupies an area
D; (i =1, 2), bounded by the surface Q;, respectively. The velocity vector of the striker at the
initial moment of time has a value V and its direction coincides with the longitudinal axis of
the striker. Surfaces QO and Q, are stress-free, O3—the contact surface between bodies. Each
material is in a non-stressed undeformed homogeneous state. Initial conditions (t = 0): u =V},
oijj=E=w=v=0, with x,y,z € Di(i =x,5,2), 6;j =E =w=v=u=0, with x,y,z €
Dy (i=x,y,2), p = pi, withx,y,z € D;,i = 1,2, Where u, v, w are the components of the velocity
vector along the axes XYZ are respectively. The boundary conditions are as follows: on free
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surfaces the conditions are fulfilled 7;,, = T,,; = T,;, = 0, friction-free sliding conditions are re-
alized on the contact surfaces 7, + = T—, Typr = Tp— = Tps+ = Tps— =0, vy = v,—. Here,
n is the unit vector of the normal to the surface at the point under consideration, » and s are
the unit vectors tangent to the surface at this point, 7, is the force vector on the site with the
normal n, v is the velocity vector. The lower indices of the vectors 7;, and v mean projections on
the corresponding vectors of the basis; the plus “+” characterizes the value of parameters in the
material at the upper boundary of the contact surface, the minus “—"—at the bottom.

Discretization of computational domains. To construct a uniform numerical grid of nodes
in the computational domain, an algorithm for constructing a grid in a Cartesian coordinate
system is used [25]. Simplex elements—tetrahedra—were used to construct the grid in a three-
dimensional coordinate system. The mass of the element was evenly distributed between the
four nodes. In cases where a node belonged to several elements, the total mass, concentrated in
the i-th node was equal to one-fourth of the mass of all elements containing this node.

4 THE DISCUSSION OF THE RESULTS

Figure 2 shows a decrease in the length of the cylinders, for three cases of orientation of the
crystallographic axes relative to the axis of symmetry of the cylinder. Curve 1 shows that due
to the maximum values of the elastic properties along the [111] direction, the oscillations of the
cylinder length have a shorter period. For the considered ratio of the length of the cylinder to
its diameter, the oscillations of the length of the cylinder are determined by the values of the
rod ones, not the longitudinal speeds. Figure 2 shows that there is a clear relationship between
the periods of oscillations of the lengths of the cylinders and the values of the velocities of
propagation of longitudinal waves. In the case of orientation along the axis of symmetry of the
cylinder, the direction of the [001] crystal changes the cylinder length to the maximum and
have a maximum oscillation period (curve 2, figure 2). In all three cases, the times of arrival of
the wave to the free surface of the cylinder are different due to differences in the velocities of
propagation of longitudinal waves. In the case of orientation along the axis of symmetry of the
cylinder, the direction of the crystal [011] (curve 3, figure 2) exceeds the maximum change in
the length of the cylinder by 17% in the case of the direction [111] along the axis of the cylinder.

Auxeticity of anisotropic materials is manifested in directions perpendicular to the direction
of loading. In figure 3, curve 3 shows the elastic variation of the cylinder radius along the OY
axis at a height of 1 mm from the contact surface of the cylinder for the case of direction [011]
along the axis of the cylinder with time. Until the cylinder is separated from the target, elastic
oscillations of the magnitude of the cylinder radius demonstrate compressive deformation. After
the cylinder is separated from the target, changes in the radius value occur around the original
value. When the directions [111] or [001] coincide, the magnitudes of changes in the radiuses of
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Figure 2: The change of the cylinder radius in time along the axis OX, for the cases: /—the axis of symmetry of
the cylinder is directed along the [111] axis; 2—along the [001] axis; 3—along the [011] axis.

the cylinders at a height of 1 mm from the contact surface demonstrate only tensile deformation
up to cylinder bounce. The periods and amplitudes of oscillations of the radiuses of the cylinders
in these cases are much smaller. The presence of a negative value of the Poisson coefficient in
the plane formed by the loading direction and the axis OY manifests itself in the compression
of the cylinder along the axis OY, but only during the contact time of the cylinder and target.

The elastic change in the cylinder radius is also at a height of 1 mm from the contact surface
of the cylinder, but in the perpendicular direction, shown in figure 4. Curve 3 shows the change
in the cylinder radius over time, which significantly exceeds the change in the radiuses of the
cylinders for the cases of curves 1 and 2. In the plane formed by the direction of loading and the
axis OX for the material oriented in the cylinder along the direction [011] the Poisson’s ratio
is greater than 0.5, i.e. exceeds the maximum value for isotropic materials. Therefore up to a
cylinder bounce from an target in the case of [011] along the OX axis, an increase in radius 2
times greater than in the case of orientation along the cylinder axis of the single crystal [001] is
observed, with Poisson’s ratio equal to 0.426 (curve 2, figure 4).

Such a ratio of changes in the radiuses of the cylinders for three cases of orientation of
the crystallographic axes relative to the axes of symmetry of the cylinders is observed at any
distance from the contact to the free surfaces of the cylinders. The obtained results explain
the reason why a non-symmetric deformed state is realized in the target from single crystal
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Figure 3: The change in the cylinder radius over time along the OY axis, for the cases: /—the axis of symmetry of
the cylinder is directed along the [111] axis; 2—along the [001] axis; 3—along the [011] axis.

alloy VZhMS8 with its shock loading in the direction [011]. Target from single crystal alloy
VZhMS has a cylindrical shape but its height is 2 mm and a radius of 7.5 mm. Its shock loading
was carried out by a steel projectile with a height of 1 mm and a radius of 7.45 mm with an
initial speed of 600 m/s. In this case a problem is numerically modeled in a three-dimensional
statement. It is realized in field experiments in the study of dynamic characteristics. The process
of deformation in the target includes elastic, plastic deformation as well as spall fracture. The
degree of deviation from axisymmetric deformation in an target can be illustrated by changing
the magnitude of the target radii on the lateral surfaces along the axis OX and OY (figure 5).
Since the yield strength of the VZhMS alloy in the direction of the OY axis is less than
in the direction of the OX axis it was logical to expect that a larger increase in radius would
be observed in the direction of the OY axis. The figure shows that by the time point of 1 us,
when the spalling destruction has already occurred, the target radius in its middle part along
the OX axis increased by 0.19 mm, and in the OY axis direction—only by 0.13 mm. As shown
in the analysis of the process of elastic deformation under shock loading of the cylinder along
the same direction [011], the missing part of the deformation in the direction of the OY axis
is determined by the auxetism of the VZhMS. That is the missing part of the deformation in
the direction of the OY axis is determined by the compressive elastic deformation due to the
negative value of the Poisson’s ratio. This calculation showed that in the study of the dynamic
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Figure 4: The change in the height of the cylinder, for the cases: /—the axis of symmetry of the cylinder is directed
along the [111] axis; 2—along the [001] axis; 3—along the [011] axis.

properties of auxetic material with an initial shock loading speed of 600 m/s until the moment
of spall fracture the elastic properties to a greater extent determine the process of elastoplastic
deformation of the target. The type and location of the spall crack in the target is shown in
figure 6.

The distribution of relative volumes (V, = V /Vp) of elements is shown (the ratio of the cur-
rent volume of the element of the computational grid to the initial one) in the section of the
target. The figure shows that in the area where the crack was formed the volume of elements
on average increased 1.5-1.75 times. The cross section of the projectile and target is made in
the OZY plane: the OZ axis is directed upwards, the loading was simulated along it; OY axis is
perpendicular to it. Dark blue targets areas are areas where is no stretch. In areas from blue to
red there are stretch areas, where the relative volume is greater than 1.
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Figure 6: Distribution of the relative volume of the material in the cross section OZY of the projectile and target at
the moment 0.85 us.
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S CONCLUSIONS

On the example of a heat-resistant single-crystal alloy VZhMS, characterized by a signif-
icant anisotropy of mechanical properties, including auxeticity, significant differences in the
processes of elastic-plastic deformation under loads along the axis [011], [111] and [001] are
shown. To demonstrate the features of the elastic deformation processes for the VZhMS alloy,
the solutions of the Taylor test (cylinder impact on a non-deformable wall) obtained numeri-
cally in a three-dimensional formulation are shown. When modeling the shock loading of a thin
cylindrical target made of a single-crystal alloy VZhMS along the direction [011], it is shown
that a three-dimensional elastic-plastic deformation is realized in the target, due to the auxeticity
of the target material.
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Summary. Of all the metals, gold is the most well-known and widely used material in
scientific research, industrial production and, more recently, in biomedicine problems. In the
temperature range 300 < T < 2000 K, including the region of the melting — crystallization
phase transition, the results of modeling the phonon thermal conductivity of gold are
presented. Phonon thermal conductivity plays an important role in modeling the mechanisms
of interaction of pulsed laser radiation with gold in the framework of the two-temperature
continuum model. In the region of the phase transition, overheating-undercooling of the solid
phase occurs, the substance changes its structure. These phenomena are associated with
changes in the phonon subsystem of gold, therefore, for mathematical modeling of heating-
cooling, it is necessary to know the characteristic of heat transfer as the thermal conductivity
of the phonon subsystem of gold. Obtaining the temperature dependence of phonon thermal
conductivity in such a wide temperature range from experiment is problematic. In this work,
phonon thermal conductivity was obtained by the direct non-equilibrium method in the
framework of molecular dynamics modeling using the EAM potential.

1 INTRODUCTION

Of all metals, gold is the most well-known and widely used material in scientific research
[1], industrial production [2] and, more recently, in biomedicine problems [3,4]. Besides
various applications, the specific features of gold are of great fundamental interest in
connection with the rapid development of new nanoscale materials [5]. Gold nanoparticles
have unique properties [6,7], which served as the basis for their possible use for theranostics
in nanomedicine [8].

One of the promising directions in the generation of nanoparticles and nanoclusters is laser
ablation of materials by ultrashort (femto-picosecond) pulses [9, 10]. Femto-picosecond
ablation occurs under conditions of strong thermodynamic non-equilibrium, which is
characterized, in particular, by the presence of two temperatures: electron T for the
degenerate gas of free electrons and phonon Ty, for the crystal lattice. In the problems of
mathematical modeling, the presence of two temperatures requires separation and quantitative
determination of all thermodynamic and thermophysical characteristics of the material under
study. Of all the thermophysical characteristics of metals, the separation and quantitative
determination of phonon thermal conductivity was carried out less frequently than others.
This was because it was believed that free electrons make the dominant contribution to
thermal transfer in metals, while the phonon contribution to the total thermal conductivity was

2010 Mathematics Subject Classification: 82C26, 74A15, 74A25.
Key words and Phrases: Molecular Dynamics Simulation, Phonon Thermal Conductivity, Melting —
crystallization phase transition.
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considered negligible. Moreover, in most cases, knowledge of only the general thermal
conductivity of metals was required; therefore, it was not necessary to separate the electronic
and phonon thermal conductivity. The interest in quantifying phonon thermal conductivity in
metals was stimulated primarily by the need for a deeper understanding of the mechanisms of
thermal transfer during nonequilibrium energy transfer in a number of applications, for
example, [10, 11].

Significant progress in recent years in the development of numerical methods and
computational algorithms allows us to determine the phonon thermal conductivity for the
most metals with a sufficient degree of accuracy. Two most common families of methods can
be distinguished: classical molecular dynamics (MD) [12,13] and quantum ab-initio methods
[14, 15]. In the MD methods, when modeling the properties and processes in metals, the
empirical and semi-empirical potentials of the “embedded atom method” (EAM) [16, 17]
were obtained using the methods that include ab-initio ones [18]. In EAM potentials, in
addition to pair interactions, collective interaction is also taken into account. As a result, the
potential energy of the metal is represented as the sum of two potentials: the embedding
potential of the i-th atom, which depends on the effective electron density in the region of the
center of the atom and the pair potential. The main disadvantages of EAM potentials are not
taking into account the phonon-electron interaction and the large number of fitting parameters
included in it (up to two dozen). The choice of shape and the selection of parameters in the
EAM potential can be carried out using quantum mechanical methods. These methods,
implemented in the form of Abinit, VASP, SIESTA, and other software codes, make it
possible to calculate the forces acting on each metal particle in a wide temperature range. Not
all EAM potentials used allow a good description of both the crystalline and liquid phases of a
metal. Therefore, when choosing the potential for atomistic modeling, careful testing of the
potential used is necessary.

The ab-initio methods have appeared recently. They are considered the most promising and
can be applied to any material. The ab-initio method does not require specifying interparticle
potential. Its advantage is the ability to calculate electronic wave functions and electronic
spectra. However, the use of small models does not guarantee the receipt of thermodynamic,
structural and thermophysical properties with a sufficient degree of accuracy. The increase in
model size is associated with high computational costs. Until recently, this was the main
limitation that restrained the development and application of the ab-initio method. With the
advent of high-performance computing, this limitation is successfully overcome.

The use of ab-initio methods in calculating phonon thermal conductivity allows one to take
into account the influence of both phonon-phonon (p-p) and phonon-electron (p-e)
interactions, which can significantly increase the reliability of the results. However, the
number of calculations of the phonon thermal conductivity of metals and, in particular, gold
[19], [20], [21], is currently relatively small. As a rule, all calculations are limited to the solid
phase in the temperature range T ~ (300 - 1000) K. There are no systematic results of
experimental-theoretical studies of the properties of liquid metals in a wide temperature range
(from the beginning of melting to the critical region).

At the same time, the knowledge of the temperature dependences of thermal conductivity
is relevant in many aspects of materials science, from the kinetics of fast phase transitions
[22], [23] to nanomicro processing of metal samples [24], [25].

The aim of this work is to obtain a quantitative dependence of the phonon thermal
conductivity of gold in the temperature range, including the melting region (T ~ 300-2000 K).
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The goal was achieved by mathematical modeling, in which the atomistic model was
numerically solved by the molecular dynamics method using a computational algorithm based
on the finite-difference Verlet scheme [26]. The determination of phonon thermal
conductivity in the framework of classical molecular dynamics is a complex problem. To
solve it, the two most common approaches are used: the direct nonequilibrium method, which
relies on spatial gradients of the type “heat source - sink” [27, 28, 29] and the equilibrium
Green-Kubo method [27, 28, 30], associated with the calculation of time integrals of the
correlation functions that specify the correlation in the systems with random processes.

In this work, to determine the phonon thermal conductivity of a metal (Au), we chose the
direct nonequilibrium method as a more obvious one and requiring less time.

2 STATEMENT OF THE PROBLEM

Direct non-equilibrium method of determination of the phonon thermal conductivity
coefficient x;,; is based on the phenomenological relation of Fourier for the heat flux W
[31]:

oT
W =—K —_— 1
lat ox ( )
The computational algorithm is constructed according to a scheme close to the

experimental measurements of the coefficient x,; [29, 32]. First, with the help of external

heating in the sample, a stationary spatial temperature profile is constructed using the heat
source — sink scheme, which provides a stationary heat flux. The presence of a stationary heat

flux allows using the phenomenological Fourier relation (1) to determine the coefficient x,; .

A specific feature of the atomistic representation of processes in a solid sample is the
choice of the linear dimensions of the sample (modeling domain), which must satisfy the
following requirements.

In the molecular-dynamic implementation of the direct method, it is necessary to monitor
the 2 most critical factors.

It is important that a stationary spatial temperature profile is obtained between the heat
source and the sink, which is equivalent to obtaining a constant heat flux, with minimal finite
size effect on the phonon thermal conductivity. For this, the linear dimensions of the sample
should far exceed the average mean free path of phonons. The fulfillment of this condition is
hampered by the fact that the dimensions of the computational domain should be of the
micrometer scale, which in the calculations corresponds to a large number of atoms, several
hundred million [33]. Keeping the computational domain in the nanometer range and
performing calculations with a relatively small number of atoms is usually achieved using the
scaling procedure [27], [28]. Its essence is as follows. First, using nanoscale calculation
regions (along the x direction) of various lengths L,, a series of calculations of thermal
conductivity is carried out for several fixed values of temperature T. Then, the reciprocal
dependence of the thermal conductivity 1/x; is constructed with respect to the reciprocal of
the length of the simulation region, 1/L,, and the thermal conductivity is determined by
extrapolating the data 1/L, — 0 [27]. This procedure is justified by the expression for thermal
conductivity obtained from the kinetic theory [27, 29].

In the direct method, large (10° - 10'° K / m) temperature gradients are used to reduce the
temperature fluctuations. Too large temperature gradients can cause large nonlinear response
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effects for which the Fourier relation (1) is not applicable. In these cases, it is necessary to
control the supply of heat to the source region with a thermostat, in order to determine the
allowable value of non-linear distortions.

The calculation of the phonon thermal conductivity of gold was carried out as part of the
following computational experiment. A region in the form of a parallelepiped with sizes of 10
x 10 x 40 unit cells, corresponding to 16,000 particles, with periodic boundary conditions in
all three directions was considered. For boundary conditions along the x axis, this means that
a particle exiting through the upper boundary of the region is replaced by a particle having the
same velocity but entering through the lower boundary and vice versa. Gold has a cubic face-
centered lattice, the lattice constant is 0.406 nm. The interatomic interaction potential of EAM
was used as the interaction potential [18].

The region along the x axis was divided into the number of intervals corresponding to the
number of unit cells along this axis, which in turn corresponds to the number of particles.
Heating was performed in the first interval of the computational domain, the sink interval was
located in the middle of the domain. At each time step, a fixed amount of heat 6Qn was
introduced into the heating region, and the same amount was taken from the sink region. The
heat flux W was calculated as

W = dQ/(SNdt)/2, (2)

where dQ = N xdt xdQy is the total released energy, where 6Qy is the energy released during
one timestep, N is the number of steps, dt is the timestep size, S is the cross-sectional area.
The timestep dt was chosen to be 3fs at low temperature 300 <T <I1000K, 2 fs for
1000 < T<Tqy, and 1fs for T> Ty The division by 2 is used due to periodic boundary
conditions, i.e. heat flow goes in two directions. Then, the resulting temperature gradient was
calculated, and the Fourier law (1) was used to obtain thermal conductivity.

3 MODELING RESULTS

Fig. 1 (a), (b) show the time-averaged spatial temperature profiles used to calculate the
thermal conductivity. The average temperature is 300 K (Fig. 1 (a)) and 2000 K (Fig. 1 (b)).
In a small region (~ 2 nm) in the immediate vicinity of the source, a very strongly nonlinear
temperature profile is observed. The same strongly nonlinear temperature profile is also
observed near the sink. In the intermediate region, the behavior of the temperature profile is
close to a linear dependence. This interval between the heat source and the heat sink is
indicated by dashed lines in the graphs (Fig. 1 (a), (b)). This is where the temperature
gradients were measured.

To overcome the effects of finite size, the heat flux was determined by a series of
calculations. Calculations were carried out for various lengths of the computational domain
Ln: 40, 80, 160, 240, and 320 unit cells with a constant cross section of 10 x 10 cells at the
same temperature.

The heat flux (2) was determined from the temperature difference between the heating and
heat sink areas, for which the instantaneous temperature difference was averaged over the
entire calculation time after establishing the stationary distribution. To increase the accuracy
of the calculations, the temperature difference was calculated not over the entire interval
between the source and the sink, but in its central part with a length of 0.8 of the full length.
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To calculate the thermal conductivity from the Fourier law (1), the scaling procedure
described above was used. For each temperature value, an inverse dependence of the thermal
conductivity 1/xio; was constructed with respect to the reciprocal of the length L, of the
calculation region, 1/L,, and the thermal conductivity was determined by extrapolating the
data 1/L, — 0. In Fig. 2 (a), (b) the dependences of the reciprocal of the thermal conductivity
on the reciprocal of the size of the region for two temperatures 300K and 2000K are shown.

MD simulation results are shown by a black line with markers.

We consider the scaling procedure using the example of obtaining thermal conductivity for

a temperature T = 300 K (Fig. 2 (a)).
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Using the least squares method, a linear dependence was obtained for three values of 1/L,
(n = 1,2,3), corresponding to the lengths of the computational domain L; =40, L, =80 and L3

=160 cel

Is (Fig. 2 (2)):

P(z) =0.293+1.713z
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In fig. 2 (a), the obtained dependence P(z) is shown by a red line with markers. At z = 1/L,
= 0 we obtain the value corresponding to the infinite length of the computational domain. The
reverse of this value is equal to the thermal conductivity at this temperature (300K). The
procedure was repeated for all necessary temperatures in the range 300K < T < 2000K.
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Fig.3. The temperature dependence of phonon themal conductivity of gold. The markers show the
results of calculations by other authors.

Fig. 3 shows the temperature dependence of the phonon thermal conductivity of gold
obtained as a result of the calculations. At the temperature of 300 K, the phonon thermal
conductivity is xjac = 3.41 W / mK. With increasing temperature, the thermal conductivity of
gold decreases. At the equilibrium melting temperature Tm = 1332 K, the thermal
conductivity in the solid phase is x5 = 0.6 W / mK, and in the liquid phase at the same
temperature the thermal conductivity is ks = 0.49 W / mK. Thus, an abrupt decrease in
thermal conductivity by 0.11 W / mK was obtained (inset in Fig. 3), which is 18%. The
calculation was carried out up to a temperature T = 2000 K, at which the thermal conductivity
IS kit = 0.48 W / mK. Such a change in the phonon thermal conductivity with increasing
temperature does not contradict the ideas about the behavior of the phonon thermal
conductivity of metals.

The comparison with alternative calculations [19-21] showed a good agreement. At low
temperatures (300K<T <600K), the largest difference with [19, 21] is Ak ~ 32%. With
increasing temperature, the difference in results becomes smaller. At T = 600 K [21], the
difference is Ax ~ 12%, and at T = 900 K almost completely coincides Ax ~ 2%. The
consistency with the results of [20] is lesser. In the temperature range T> 1000K, there is no
data for comparison. In general, such comparison results suggest that the selected method and
potential describe the model with good accuracy and are applicable for further studies.

The calculations were performed using the LAMMPS package [34]
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4 CONCLUSIONS

In the course of molecular dynamics experiments using the direct nonequilibrium method
with the EAM potential [18], the phonon thermal conductivity of gold was calculated in the
temperature range from 300 K to 2000 K. The indicated interval includes a region of a first-
order phase transition (melting). At the melting point, the phonon thermal conductivity is
calculated for two states of matter: solid and liquid.

A comparison of the obtained temperature dependence of the phonon thermal conductivity
coefficient with the results from [19, 20, 21] shows a good agreement.
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Summary. Laser ablation modeling taking into account possibility of metal-dielectric
transition in the irradiated metal targets is considered. In the framework of 1-D heat
conduction approach it is shown that the steady-state vaporization regime with metal-
dielectric transition in mercury can be observed only in very narrow laser intensity interval.
From analysis of recent experimental results on mercury ablation with nanosecond laser
pulses it follows that the results can not be described in the framework of 1-D approach.

1 INTRODUCTION

Laser-matter interaction gives possibility to obtain rather high temperature and pressure
values which include values of liquid-vapor critical parameters for any element. However
critical parameters of most metals remain badly known and this fact is mentioned in many
papers [1-4]. From [1] it follows that the difference between critical pressure values for Al in
scientific literature is about an order of magnitude. In ref. [4] one can read:

“Very old and not resolved yet problem of extreme uncertainty in our knowledge in
location and critical point parameters for uranium and its compounds (UO,, UN, UC...) is
under discussion. The expected critical region for uranium is not presently achievable
experimentally. The same is true for powerful, but laborious contemporary socalled first-
principle approaches (QMD, QMC etc). At the same time traditional way of theoretical
estimations for critical parameters on the base of far extrapolation of well-known low-
temperature thermal and caloric properties for condense phase, lead to extreme dispersion in
predicted values for uranium critical temperature and pressure. We discuss possible physical
reasons, which could explain and justify mentioned above critical parameters discrepancy for
uranium. In particular we discuss possible anomalies in falling of effective ‘“ionization
degree” on the expansion way from triple to critical point, as well as possibility for existing of
hypothetical additional “entropic” phase transition, similar to that predicted by Landau and
Zeldovich long ago.”

For this reason, further theoretical and experimental investigations of intense laser-metal
interaction are necessary including the possibility of metal-dielectric transition which is also
discussed in many papers (see e.g. [4-11] and references therein).

In the present paper possible manifestations of this transition for mercury are analyzed in
the framework of simplified one-dimensional approach using the previous results [7,8] and
recent experimental investigation [11].

2010 Mathematics Subject Classification: 35K05, 80A22, 82D15, 82D35.
Key words and Phrases: Laser Ablation, Surface Vaporization, Metal-Dielectric Transition.
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2 1-D HEAT CONDUCTION APPROACH

2.1 Steady-state regime of laser ablation

One dimensional temperature distribution in laser irradiated condensed matter located at z
> 7o > 0 is described with the heat conduction equation
or_ao (Xa_T) + Y ez 1)
adt 0z\" 0z C

where T, x, C, o, I, zo are temperature, thermal diffusivity, heat capacity, absorption
coefficient, absorbed intensity and irradiated surface position respectively. In (1)
hydrodynamic movement is not taken into account, the approximation being applicable to
some extent for sufficiently short laser pulses and for the cases when heat expansion can be

neglected.
At irradiated surface z; in vacuum vaporization boundary condition is formulated as
or LV
X5, =T T(zy) =Ts at z = z, 2)
P, explA(1 —T,/T
V = 0.82 b p( ( b/ s))

J2mm kT, ®)

where L, V, Ts, Ty, Py, k are heat of vaporization, vaporization velocity, surface temperature,
boiling temperature, boiling pressure and Boltzmann constant respectively; constant A = 11.4.
Boundary condition (2) and vaporization velocity (3) does not change in the moving reference
frame for the vacuum vaporization case.

In the reference frame moving together with evaporating surface (the change of reference
system is z = 7/ — [Vdt) the irradiated surface position is fixed (zo = 0, used below everywhere)
and instead of (1) one has

aT VaT_ 0 ( 8T>+a1 —ar
ot 9z 09z\Xaz) " ¢ °
Under conditions 6T/ot = 0 and | = const this equation yields the steady-state form of the heat
conduction equation

0 ( OT oT «al
&(){£>+V&+?e—“z=0 4)
After space integration in (4) from zo = 0 to z — o it follows (see [12] and references therein)
| =VI[L+C(Ts—Tx)] ()

where T, is temperature of unperturbed medium at z >> o, z >> y/V. Relation (5) is an
energy balance equation, and in conjunction with (3) it allows to find Ts and V at given I. Note
that (5) remains valid also for the case of variables a and .

The relation (5) does not depend on o and y, while it is not so for temperature distribution
T(z) which at constant o and y values is given by the well-known expression (see e.g. [12]
and references therein)
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I _az 1 1
Y ) e ¥ -az (6)

L

T(Z) =Ty, —(=+—— —
(2) <C+1—yCV Tyt

The curve T(z) depends significantly on the dimensionless parameter y = ay/V as it is seen

from Fig. 1 which describes two curves T(z) at different y values (y = 460 for mercury and y =

1.1 for water) and constant T¢/T. = 0.6 where T is a critical temperature of liquid-vapor

transition.

1
— water
0.8 —— mercury §
0.6 1 i
|_L>
= 1
0.4 - i
2
0.2 1 i
00 T T T
0 5 10 15 20
Z, um

Figure 1: Steady-state temperature profiles normalized to critical temperature in water (curve 1) and in
mercury (curve 2) at absorbed intensities of 40 and 660 kW/cm? respectively.

Figure 2: General form of steady-state temperature profile with a metal-dielectric transition in liquid
metal: 1 — thin metal film on irradiated surface, 2 — dielectric layer, 3 — metal.
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2.2 Steady-state regime of metal-dielectric transition in mercury

In the case of metal-dielectric transition parameter y is not constant in the steady-state
regime and the temperature distribution has the form [7,8] which is shown schematically in
Fig. 2. This not-in-scale representation of temperature distribution is necessary to mark
explicitly boundaries between metal and dielectric layers which can have very different
thickness in accordance with solution of equation (4). The solution has piecewise form
including three different layers with thicknesses Hi, Hz, Hz >> Hi, H3 >> H,.

In each layer i with constant a; and y; the temperature distribution T;(z) can be expressed as
follows

Ti(Z) = aiexp[—ai(z—zi.l)] +biexp[—[3i(z—zi-1)] +C;j for zin<z<z, 1=1,2,3 (7)
ai = ia/[CV(1-y)], Bi = Vv, yi = aixilV, 73 — ©

The constants o; and y; in metal layers are oy = az = om, Y1 = %3 = ¥m, and in dielectric layer are
oy = og, (2 = xd- 1he absorbed intensity in each layer is determined by the recurrence relation I;
= li.1 exp(—oiHi) where o = | and layer thickness is H; = z; — zi.1. At point zo = 0 boundary
conditions (2) are used, and at the points z; and z, the following boundary conditions are used
[7.8].

Tl(Z) = Tmd, Tg(Z) = T, Y2 0T2/02 = y1 OT41/0z at z=279 (8)
T2(Z) = Tinds Tg(Z) = Tind, A3 0T3/0z = A2 0T,/0z at z=12, (9)
T3(2) = T, 0T3/02=0 at z— (10)

where Tnq is a metal-dielectric transition temperature. Note that the last equality in (10) is
valid due to the exponential form of (7).

The coefficients b;, ¢; in (7) for the first (metal) layer is determined by the evaporative
boundary conditions (2) and are given below

by = -L/C —lgy1/[CV(1-y1)], c1 = Ts +L/IC —1/(CV)

The whole solution is obtained after the sequential determination of unknown layer
thicknesses and coefficients b, ci in (7). The first parts of the conditions (8,9) determine the
thicknesses of a thin subsurface metal film H; and a dielectric layer H, through the
transcendental equation

ajexp(—oyH;) +hexp(—BiH;) +¢j=Tma  forj=1,2

The equations for the temperature distribution coefficients in the second and third layers in (7)
are obtained using the remaining conditions from (8,9)

aj+1+bj+1+cj+1 = Tid, fOI’j =12
~i+1l0jr1@1+Bjeabyen] = —xlojaexp(—oHy)+Bibexp(-BiHP] =f; ~ forj=1,2
which give finally
bj+1 = —f,-/V—y,-+1a,-+1, Cj+1 = de—aj+1—bj+1 fOI'j =12

It should be mentioned that c; = T, is not independent parameter when values of I, V and
Ts are given. This is due to energy conservation relation (5) or its special case which follows
after integrating T3(z) fromz,t0 z — o
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I, =VC (Thg—Tw) +Cf;

It is useful to note also that the distribution T5(z) in metal is monotonous in contrast to (6)
because boundary condition at z = z3 differs from the vaporization case (2).

1800}
1600
1400

1200 -

~ 1000

- i
800 -
600 -

400+

200 T T T 1

Figure 3: Steady-state temperature profiles in liquid mercury at various absorbed intensities (a-g)
providing subcritical values of temperature maximum in dielectric layer for the case of aq = 10° cm™
and | = 4.221 (a), 4.2215 (b), 4.222 (c), 4.223 (d), 4.224 (e), 4.225 (f), 4.226 (g) MW/cm?.
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Figure 4: Steady-state temperature profiles in liquid mercury at various absorbed intensities (a-g)
providing subcritical values of temperature maximum in dielectric layer for the case of oy = 10° cm™
and | = 4.221 (a), 4.2215 (b), 4.222 (c), 4.223 (d), 4.224 (e), 4.225 (f) MW/cm®.
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In metal case y >> 1 and maximum value Tnax In the temperature distribution (6) differs
from Ts but slightly. Temperature maximum Tmax In dielectric layer can exceed Tmg
significantly as it is evident from curve 1 in Fig. 1. From T(z) distribution and the equation
0T2/0z = 0 for Tmax = T2(Zmax) ONe obtains

a2

B2
b,a,\a-B b,a,\az-PB
22)2 2+b2<_22)2 2+C2,
axp, azB,

It is clear that maximum distribution temperature Tpax Should not exceed the
thermodynamic stability limit (spinodal line) T, which is somewhat lower than the critical
temperature T¢. One should keep in mind also that the difference T. — Tng is small compared
with Te.

This condition results in rather strong limits on possible realization of such vaporization
regime. Due to this condition the intensity interval Alng for realization of the steady-state
vaporization regime with metal-dielectric transition is very narrow and its localization is close
to the threshold intensity value ly,.

Thax = ay (_ Zmax = 241

symbol value
O 10° cm™
Y 5.8x107 cm’/s
Y 5.8x10° cm’/s
p 13.5 glem’
C 1.9Jcm* K™
L 3.8 kJcm®
Trg 1500 K
Table 1 : The constant mercury parameters used in the calculation of the metal-dielectric
transition.
1800 T . . . . — 30
TC T — 2 -1
m(0=10"cm") 105
1700 - ,
T (a=10°cm™]
v m(® 120
£ H_(0=10%°cm™) =
2 ’ 15 =
1600 T
110
0.95T,
1500{——= l H (oe10em™ 1°
0.85T 2(0=107cm™)
0

4221 4.222 4.223 4.224 4.225 4.226
I, MW/cm?

Figure 5: The dependences of steady-state dielectric layer thickness H, and temperature maximum T,
on absorbed intensity | in interval from dielectric layer threshold to critical temperature T..
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Figure 6: The dependence of steady-state dielectric layer thickness H, on absorption coefficient a4 in
this layer at constant absorbed intensity | = 4.222 MW/cm®.

The calculated temperature distributions in mercury are shown in Fig. 3, 4. The threshold
intensity value is Iy, = 4.2215 MW/cm?® while the intensity interval for realization of the
steady-state vaporization regime with metal-dielectric transition Alng = 4.5 kW/cm? (at og =
10° cm™) or Alpg = 3.5 kW/cm? (at ag = 10% cm™) is rather small Alpg << I

Dependences of mercury dielectric layer thickness H, and temperature maximum T, on
absorbed intensity I in interval from dielectric layer threshold to critical temperature T. as
well as dependence of dielectric layer thickness H, on absorption coefficient o4 at constant
absorbed intensity | = 4.222 MW/cm? are shown in Fig. 5 and 6.

In experiments the metal-dielectric transition in transient regime can be realized at higher
intensities than ly, ~ 4.2 MW/cm? for the steady-state case. In the transient regime the
transition front velocity exceeds the vaporization front velocity and temperature maximum in
the target attains the thermodynamic stability limit T,. When this occurs the explosive boiling
begins to develop in subnanosecond scale [13,14].

3 1-D ESTIMATIONS OF RECENT EXPERIMENTAL RESULTS

In ref. [11] pressure behavior in liquid mercury is investigated during irradiation with
different laser pulses: a train of several subnanosecond laser peaks divided with 8 ns intervals
and a single 30 ns relatively smooth laser pulse. Using intensity modulated laser pulses
permits to obtain information about irradiated surface displacement as it was first
demonstrated in [15] for the case of dielectric liquids irradiated with harmonically modulated
laser pulses. For metals laser intensity modulation due to mode-locking is more preferable
than harmonic modulation due to two mode beating [10,16].

It is shown in [11] that the pressure response detected with piezoelectric transducers as
well as the surface displacement can not be explained in the framework of surface metal
evaporation. In particular, significant diminishing & of the acoustical arrival time is observed
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which means that the laser absorption zone deepens into the target for far more distance h =
V3, Vs — sound velocity, than it is the case for metal ablation where hy, ~ om™.

Behavior of the kind may be related to the metal-dielectric transition [5-10] when its front
moves deeply into the irradiated target. The transition modeling in [8] for supposed metal-
dielectric transition in Al shows additional bump in the pressure curve which is visible also in
[11] at intensities > 50 MW/cm?.

One can estimate the transition front velocity as vi ~ h/t = vsd/t which exceeds sound
velocity vs if 3 > 1. In experimental results [11] 6/t ~ 2 which means supersonic movement of
the transition front.

From energy balance equation it follows that to realize such movement it is necessary to
have the absorbed laser intensity at the transition front determined approximately by the
expression | = vi C (T — Tw). For vi ~ 2vs = 2.8 km/s, C = 1.9 J/cm?®, Timg-T. = 1200 K this
gives | = 0.6 GW/cm? This intensity value exceeds the value in experiment [10] which is
lower than 0.1 GW/cm?. The estimated pressure generated during such front movement also
far exceeds the maximum pressure value observed in [11] which is about one kbar while the
1-D estimation gives about a hundred kbar.

A possible reason of such discrepancies is probably due to violation of 1-D approach in the
considered case [11] where intensity distribution is not constant over the irradiation spot. The
initial Gaussian distribution over the irradiation spot can transform itself to more sharp
distribution during its propagation in the target where the metal-dielectric transition occurs.

4 CONCLUSIONS

In the framework of simplified 1-D heat conduction approach it is shown that the steady-
state vaporization regime of mercury with supposed metal-dielectric transition can occur only
in very narrow irradiation intensity interval. Analysis of the recent experimental results [11]
of mercury laser ablation shows remarkable discrepancy between the 1-D theoretical
estimation and experiment. The discrepancy can be probably due to violation of 1-D approach
applicability in the considered case because possibility of significant transformation of initial
Gaussian intensity distribution over the irradiation spot. For this reason, it is interesting to
investigate laser ablation of mercury with constant laser intensity distribution over the
irradiated spot as well as to study stability of this regime and to model the ablation process
with metal-dielectric transition in the framework of continual 2-D approach or molecular
dynamic calculations.
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Summary. Machine learning systems are facing problem of incomparability of their results in
case of different languages; one of the subarea here is quantitative analysis of syntax. In this
paper, we introduce a new quantitative method based on statistics of words co-occurrence in
syntactically tagged corpora. The method allows quantitatively evaluate difference and
similarity among languages, select most influential phenomena. Experimental setup consists
materials for more than 50 languages. Our experiments demonstrate that the introduced
method correctly cluster languages among language families.

1 INTRODUCTION

An advance in the area of computational linguistics and natural language processing relies
on results of mathematical formulation of linguistic phenomena. One of the examples here is
the distributional semantics [1] that allows introducing of vector operations in semantics using
Word2Vec [2] and Glove [3] technologies. These techniques are currently improved in different
non-Euclidian spaces (see [4] and [5]). Such scientific domains as quantitative linguistics [6]
and theory of language complexity [7] also numerically describe language phenomena. Using
these theories, we are able to describe language processes quantitatively but not qualitatively;
this makes us possible numerically evaluate and compare the results achieved. One of the
subareas here is the quantitative analysis of natural language syntax. In spite of many studies
in this area (e.g., see [8]), the results here are still more descriptive than quantitative. It is
necessary to state that the quantitative analysis uniform scheme at the moment does not exist.
Therefore, there are no common algorithms of machine word processing, on which basis it
would be possible to develop methods of computer modeling of language processes. There is a
lack of new methods for numerical evaluation of syntactic phenomena. Such method should
allow formalizing and emphasizing similarities and dissimilarities among languages and
language groups. It is obvious practical usefulness in information about the syntax similarities
and differences of the native and studied language during learning foreign languages. The
creation of an effective formal languages description promises great prospects in automated
text processing, machine translation and the creation of artificial intelligence. In addition to the
applied task of syntactic structures computer modeling and text processing, syntax
formalization can also help to develop updated metalanguage of linguistic research. The
development of flexible and universal language describing means, which should replace the
approach based on purely qualitative descriptive methods, is impossible without parameters
presented in a simple numerical form.

[9] have shown that co-occurrence networks of natural language are scale-free small world
graphs (for the small world graph definition see [10], another applications of modeling on small
world graph represented in [11]). The same is true for syntactic representation of a text.

2010 Mathematics Subject Classification: 03E75, 68R10, 60K30.
Key words and Phrases: Statistical methods, Quantitative linguistics, Syntactic analysis.
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In this paper we introduce a new method based on statistics of words co-occurrence in
syntactically tagged corpora. The rest of the paper is organized as following. Section 2 briefly
describes stages of natural language processing and the aim of the syntactic analysis. In section
3, we introduce a formal method for description of syntactic analysis and a new method for
evaluation of the syntactic similarity of languages. Section 4 describes data used in our
experiments, experimental results and evaluation of their correctness. In section 5, we are
analyzing achieved results from the computational linguistics point of view. The conclusion
sums up the results of this paper.

2 THEORETICAL BACKGROUND

Depending on a task statement, a natural text could be processed in several stages. The first
one is tagging which divides text into sentences, word and non-word tokens. Non-word tokens
are punctuation marks, numbers, [P-addresses etc. Such languages as Chinese or Japanese have
their own peculiarities; the tagging accounts here for concatenating sole hieroglyphs into
chunks. For example, Chinese hieroglyph i means electricity, i means a tank, while their
combination Hijth means accumulator.

The next stage is the lexical analysis which defines a word’s initial form, part of speech, and
grammatical features (number, gender, grammatical case etc.). The complicity of this stage
depends on a language in hand. This stage could be unnecessary for hieroglyphically languages
like Chinese and Japanese; however, morphologically complicated languages need much more
effort to define (disambiguate) correct initial form, part of speech, and set of grammatical
features. For example, a token fext in an English text could represent several parts of speech:
verb (to send messages), noun (set of characters), and adjective (something textual). Thus, a
correct choice depends on the context.

In this paper, we are analysing the results of the syntactic analysis, the third stage of the
natural text analysis. The aim of syntactic analysis is to define connections between tokens and
labelling these connections. We give a formal definition of this stage in the Section 3; here, we
will just briefly discuss it in a very few words.

There are two main methods for representation of syntactic analysis results. The first one,
dependencies trees [12], will be used in this paper; the second one, constituency trees [13], is
not discussed here. In case of dependencies tree, words are connected by labelled edges
representing a tree graph. A label represents a role which plays a word in the given context. The
most common labels are a subject — the main actor, a predicate — the main action, an object —
the object influenced by an action, etc. In order to keep uniformity of a graph representation, a
fake node named root is introduced. The Fig. 1 represents an example of a dependencies tree
for a sentence A big black dog runs after a poor cat. It is easy to see, that the subject here is the
word dog, the predicate is run, and the object is cat.

A comprehensive survey of other graph representations of text could be find in [14].

Among others, there is such phenomenon as a branching. The left branching is a situation
when a tail word precedes a head word; the other case is named the right branching. It is well
known that different languages prefer different types of branching. For example, Germanic
languages prefer left branching for adjective-noun connection, while Romance languages prefer
right branching in the same situation.
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Figure 1. Dependency tree for a sentence A big black dog runs after a poor cat

Common sense definition of syntactical similarity of two languages means that the same
ideas should be expressed in quite the same manner using quite the same parts of speech, labels,
type of branching, etc. For example, Romance languages use auxiliary words for shaping tenses
while Slavic languages create new word forms and new words. Thus, we can state the difference
between language groups and the similarity among languages of the same group.

In this paper, we assume that similar syntactical constructions are used for expression of the
similar ideas. It is not like that in common case, however we will use overall statistics that will
eliminate biases. In case of serious deviance, we could state that languages use different
constructions. However, such approach tends to have some disadvantages. We should guarantee
that selected texts express quite the same ideas in the same style; either we should prove that
language properties are hardly dependent on these features and texts could be compared with a
reasonable mistake. The theoretical linguistics follows a tradition to describe a phenomenon
using series of negative and positive examples. This is very convenient since a reader could
draw his or her own conclusions. The quantitative linguistics gives numerical evaluation of
such phenomena. In spite of numerous scientific studies discussing similarity and complexity
of different phenomena in different languages (e.g., see [8]), there is a lack of overall
comparison of the main world languages.

The aim of this paper is to introduce a new numerical method for a quantitative evaluation
of syntactical similarity of main world languages. For this purposes, we give a formal
description of dependencies trees and describe a formal method for such evaluation.

3 THE METHOD OF QUANTITATIVE EVALUATION

Following to [12] let us represent a sentence S as a sequence of words from the vocabulary
W:S =<wi, wa, ..., w,>, where wi € W and w,= <id, [, 7>, where id is a unique identifier and
position of a word in a sentence, / is the lemma of this word, 7 is its part of speech. In this paper,
we are not using lexical and grammatical features of words. We also consider that all words are
disambiguated, therefore, there is only one tuple for every word and it is correct. Let us also
define a relation set R = {ry, r2, ..., rm}. In this case, a dependency tree G = <V , A> for a
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sentence S is a labeled directed tree consisting of nodes V and arcs A: V = {root, w;, wa, ...,
Wi}, AC VX R XV, if<w, r, w> € Athen<w,, r’, w> & A forall »’ # r. ‘Root’ here is a fake
word which is always a root of the tree G; let us take id =0 for root. Let us also denote
<w;, r, W;> as <i, r, j>, where w; 1s a parent node and w; is a child node.

To illustrate this definition let us consider a sentence A big black dog runs after a poor cat
(Fig.1). Here V =<root, <I1,A,DET> <2, BIG, ADJ>, <3,BLACK, ADJ>,
<4, DOG, NOUN>, <5, RUN, VERB>, <6, AFTER, ADP>, <7, A, DET>, <§, POOR, ADJ>,
<9, CAT,NOUN>, <10,.,PUNCT> >, A={<0,root,5>, <5,nsubj,4>, <4, det, 1>,
<4, amod, 2>, <4, amod, 3>, <5, 0bl, 9>, <9, det, 7>, <9, amod, 8>, <9, case, 6>,
<5, punct, 10>}. This example also demonstrates the need of introduction of unique identifiers
for words. This sentence has two determiners with lemma A; if we shall write <CAT, det, A>
we could not understand if we mean the word on the first or the seventh position.

Let us consider a tuple <w;, r, w>. In case of i <j, we can speak about the right branching;
in case of i >, we can speak about the left branching.

Let us consider a tuple <w;, », w>. We denote here the part of speech of i-th word as z;, and
define r;as a label of an arc connecting w; and w;. In this case, we could calculate frequency of
occurrence for every tuple g = < m;, 7, r;, b where b; is direction of connection of j-th word:
b =0 if 1 <j (right branching) and b = I otherwise (left branching).

Left and right branching are important features of a language. For example, the English
language demands an adjective in preceding position before its governing noun; in Slavic
languages, the preferred position is the same with some deviations; in Romance languages,
preferred position is right side from the noun with some deviations. The degree of these
deviations depends on the language. Calculating statistics for tuples like <m;, ;, ry, b>, we
could find out the difference between the preferred word orders, investigate the words’ aptitude
for making connection with other words, and find out similarity among considered languages.

However, syntax could not be defined merely using connections between pairs of words
and their order. In this paper, we are also going to investigate relations between triples of words:
hi = <mi, m, w=, rij, Vjk, b, bi> and h2 = <m;, m;, T+, 1y, rik, bj, bi>.

In this paper, we will understand a syntactic profile of a corpus as a statistics of occurrence
for all pairs and triples occurred in this corpus: Q = {<g;, f>} U {<hj, f>} where f; and f; are
frequencies of occurrence for tuples g; and 4; accordingly.

However, the syntactic label of a word could define its aptitude for making connection
with other words. Thus, let us define extended tuples containing a label for a head word:
g = <mi, Wj, 1+, I'ij, bj>, hi = <m, Tj, Tk, Vi, Vijy Fiks bj, bi>, and h;=<m;, Tj, Tk, Vi, Vijy ik, bj, bi>.
Let us also define an extended syntactic profile of a corpus Q.

In order to compare two corpora, we will use the following algorithm.

1. Calculate syntactic profile for both corpora and select from them top 10 most frequent

pairs 1> = {<gis, fir}, T22={<gi, fi>>} and top 10 most frequent triples
Ts31 = {<hi, fir>}, T32 = {<ha, fi>}.

2. Join these sets and select frequencies for both corpora T = {< dy, fi1, fez > }, Where
di € {Gr1} U {gk2} U {hy1} U {hy,} and fis, fiz are frequencies for the proper tuples
of the first and the second corpora. The syntactic similarity of two corpora will be
calculated as a rank correlation of these two vectors sym = corr(<fir>, <fi2>).

For several languages, we use the same algorithm, but we join all most frequent pairs T2 and
triples T3 of all languages in the same list.
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Figure 2. Correlation matrix for pairs of connected words

4 EXPERIMENTAL RESULTS AND MODEL EVALUATION

For our experiments, we used the Universal Dependencies corpus [15] ver. 2.4. (accessible
at http://universaldependencies.org/). We have selected 56 languages with size of corpora
varying from 22 000 of word tokens for Thai up to 3.4 mln word tokens in the German corpus.
All languages were divided into language groups and families: Slavic, Baltic, Germanic,
Romance, Finn-Ugric, Greek-Armenian, Semitic, Turkic, Indo-Aryan, Ancient and Old. There
also was a variety of languages which did not constitute a group inside the list of selected
languages: Japanese, Korean, Chinese, Thai, Vietnamese, Indonesian, Basque, Irish, and
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Wolof. The Coptic language do not belong to the Ancient language group but placed here
because of texts similarity. Thus, we covered the world biggest language groups excluding
native languages of Americas and Central Africa. Numerical data is too big and placed in

supplementary materials (http://cosyco.ru/syntax/syntax_share.zip).

We calculated syntactic profiles for all these languages and used Spearman rank correlation
to evaluate the similarity of languages. Correlation matrix for extended pairs of connected

words is presented in Fig. 2, for extended triples of connected words at Fig. 3.
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It is easy to see that languages belonging to the same group constitute clusters on presented
figures. For pairs of connected words, the most correlated language pairs are Spanish and
Catalan, Polish and Czech, and Russian and Ukrainian. The most correlated language is Russian
— the “average correlation is 0.64 while the average correlation for all the languages is 0.48.
Coptic is the most uncorrelated language — its correlation with Arabic and Hebrew is 0.72 and
0.69 while the average correlation is equal to 0.01. Average correlations for Japanese and
Korean languages are 0.03 and 0.04. The most correlated language group is Slavic — the average
correlation in the group is 0.88; the second correlated group is Ancient languages (Ancient
Greek, Latin, Old French, Old Russian, Church Slavonic, Gothic) — 0.86; the third group is
Romance languages — 0.79 including Romanian and 0.86 excluding it.

For word triples, the situation is almost the same. One of the most correlated pairs of
languages is Slovenian and Croatian. The value of correlations changes, however the qualitative
image is the same. The most changed language here is Japanese; its average correlation reduces
from 0.17 for word pairs to -0.11 for word triples. However, correlation keeps around zero.

The average correlation for Hindi, Urdu and Uygur reduces from 0.36, 0.34 and 0.33 for
word pairs to 0.13, 0.12 and 0.11 respectively for word triples. The most tragic changes are
observed for the Hungarian languages where average correlation falls from border 0.55 to
neglectable 0.32.However, the average correlation among languages in the Slavic group slightly
raises up to 0.91, for Ancient languages keep for 0.85, and for Romance languages keeps for
0.79 (slightly raised up to 0.89 without the Romanian language). Thus, word triples contain
more language-specific information than word pairs.

To make a comparison with a common data, we have placed two extra columns on images
(two right columns on all the images). The first one demonstrates the word order in a language;
Subject-Verb-Object marked as dark green, Subject-Object-Verb marked as pale green, Verb-
Subject-Object as beige, and languages without the preferred word order are marked as dark
red (data taken from https://wals.info/). The second column demonstrates the order of a
connected adjective and a noun: dark green marks adjective-first word order, beige marks noun-
first word order, red marks languages without the preferred word order.

5 DATA ANALYSIS

We examined the data on the most frequent word pairs and triples for different languages
and found out some differences among them. Table 1 demonstrates the most frequent words in
connected pairs for Russian, Ukrainian, Polish, English, German, Swedish, Japanese, Chinese
and Korean languages. In European languages, the most frequent connection is a noun in
oblative case (prepositional phrase) entailed by a preposition labelling this case. European
languages demonstrate more similar behavior — there are 21 types of connection for 6
languages, while Asian ones are more variable — 26 types of connection for 3 languages. This
fact corresponds to the fact that Japanese and Korean languages have the lowest rate of average
correlation with other languages. Note that Russian and Ukrainian languages have 8 identical
combinations (correlation is 0.95), while Russian and Ukrainian have just 6 combinations
coinciding with Polish (correlation 0.87 and 0.89 respectively). English and Swedish have 7
identical (correlation 0.93), English and German have 7 (correlation 0.82), German and
Swedish have 6 (correlation 0.84).

129



E.S. Klyshinsky, O.V. Karpik

Russian Ukrainian Polish
head tail N |head tail N  |head tail N
NOUN obl |«|ADP case 1 |NOUNobl |« |ADPcase |1 |NOUNobl |«|ADPcase |1
NOUN «—|ADJ amod 2 |NOUN «— |ADJamod |2 |VERBroot |—|NOUN obl|10
nmod nmod VERB root |«|NOUN 7
NOUN «—|ADP case 3 |NOUN «— |ADPcase |3 nsubj
nmod nmod NOUN «—|ADP case |3
NOUN —|NOUN nmod |4 |NOUN — |[NOUN 4  |nmod
nmod nmod nmod VERB root |—|NOUN obj |13
NOUN obl |«|ADJ amod 5 |NOUNobl |« |ADJamod |5 |NOUNobl |«|ADJamod |5
NOUN obl |—|NOUNnmod |6 |NOUNobl |— [NOUN 6 NOUN 6
VERB root |« |NOUN nsubj |7 nmod NOUN obl |—|nmod
NOUN —|NOUN nmod |8 |VERBconj |« |[CCONJcc |11 |VERBroot |«|PART 14
nsubj NOUN conj |« |[CCONJcc |12 advmod
NOUN nsub | «|ADJ amod 9 |VERBroot |— |[NOUNobl|10 |VERBroot |—|VERB 15
VERB root |—|NOUN obl 10 |VERBroot |« |NOUN 7 conj
nsubj VERB root |«|NOUN obl |16
English German Swedish
NOUN obl |«|ADP case 1 |NOUNobl |« |ADPcase |1 |NOUNobl |« |ADPcase |1
NOUN «—|ADP case 3 |NOUN «— |DETdet |20 |[NOUN «—|ADP case |3
nmod nsubj nmod
NOUN obl |« |DET det 17 |NOUN «— |ADPcase |3 |VERBroot |—|NOUN obl|10
NOUN obj |« |DET det 18 |nmod NOUN obl |« |ADJ amod |5
VERB root |« |PRONnsubj |19 |[NOUN «— |DETdet |21 |VERBroot |« |NOUN 7
NOUN «—|DET det 20 |nmod nsubj
nsubj NOUN obl |« |DETdet |17 |[NOUNobl |« DETdet |17
NOUN «—|DET det 21 |VERBroot |« |NOUN 7 | VERBroot |—|NOUN obj |13
nmod nsubj VERB root |«|PRON 19
VERB conj |«|CCONIJ cc I1 |[NOUNobj |« |DETdet |18 nsubj
VERB root |—|NOUN obj 13 |VERBroot |« |[NOUN obl |16 |NOUN conj |« CCONJcc |12
VERB root |— | NOUN obl 10 INOUNobl |« |ADJamod |5 |VERBconj |« |CCONIJcc |11
VERB root |— |NOUN obl |10
Japanese Chinese Korean
NOUN —| ADP case 22 |VERBroot |« |ADV 31 |VERBroot |« |NOUN 35
nmod 23 advmod dislocated
NOUN obl |—|ADP case 24 |VERBroot |« |PRON 19 |VERBroot |« |NOUN obj|36
NOUN obj |—|ADP case 25 nsubj VERB root |«—|ADV 31
VERB advcl | —|SCONJ mark |26 |[NOUNobl |« |ADPcase |1 advmod
NOUN «—|NOUN VERB root |— |[NOUN obj |13 |VERBroot |«|NOUN 7
nmod compound 27 |VERBroot |« |NOUN 7 nsubj
VERB root |« |VERB advcl |16 nsubj VERB root |« |SCONJ 37
VERB root |« NOUN obl 28 |VERBroot |« |NOUN obl |16 ccomp
NOUN «—|NOUN nmod |29 |VERBacl |— |PART 32 INOUN obj |« |VERB acl |38
nmod 30 mark NOUN obj |« |NOUN 39
NOUN obl |« |NOUN nmod VERB root |« |VERB 27 nmod
VERB advcl | «|NOUN obl advcl VERB acl |«<|ADV 40
NOUN obj |« |NOUN 33 advcl
compound VERB root |« |CCONIJ cc |41
VERB root |— |VERB 34 |VERBroot |«|NOUN 42
ccomp advmod

Table 1. Most frequent word pairs; an arrow demonstrates left or right branching
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It is easy to see that different languages demonstrate different behavior at top-10
connections. Slavic languages do not use determiners while they are a very important part in
Germanic languages; the Swedish language has less determiners because they could be a postfix
of a word. The Japanese language uses more adpositions because there are no grammatical
cases at all while the situation with the Korean language is opposite. Thus, the method correctly
demonstrates similarity and dissimilarity of world languages. However, we should check
several features which could influence the achieved results.

As it was mentioned above, the Universal Dependencies (UD) corpus is a collection of
corpora for a long list of languages. However, there could be several subcorpora for a language,
tagged by different research groups. The tagging by different groups with different defaults
could lead to corpora inconsistency. That is why we checked if different corpora for a language
correlate among themselves. The correlation among Czech subcorpora is higher than 0.94, for
Russian and German subcorpora is higher than 0.97.

Several languages were annotated by the same group that is responsible for UD support.
They used parallel texts translated into Polish, Czech, Russian, German, English, Swedish,
Finnish, Spanish, French, Italian, Portuguese, Arabic, Turkish, Hindi, Japanese, Chinese,
Korean, Indonesian, and Thai languages. Using this corpus we could eliminate the influence of
several factors: tagging style of a team, differences among language models created by different
teams of researchers, differences among styles and genres. Using this parallel corpus has not
changed the situation, the difference between correlation for the full corpus and its parallel
subcorpora for the European languages stays within 0.05. However, the correlation for the
Arabic and Turkish languages changes dramatically for up to £0.25. Situation for word triples
changed more than for word pairs.

We could suppose that the correlation depends on the list and number of investigated
features. If we change the list of languages, then we change the number of considered features.
This means that we could not correctly compare results for different lists of corpora and
subcorpora. However, the proposed method allows drawing a correct sketch for the situation in
similarity of syntax for different languages.

6 CONCLUSIONS

In this article, we introduced a new method for the quantitative evaluation of the syntax
similarity. The experimental results demonstrate that the method draws a correct picture of
similarity among world languages. Correlations between different corpora of the same language
are extremely high — more than 0.95; languages belonging to the same language group have
higher correlation inside the group. Slavic languages demonstrate the highest correlation inside
the group. They are followed by Ancient languages. The third most similar group is Romance
languages which are surprisingly weakly correlated with Latin — about 0.4.

Despite of the overall correct picture of language correlation, the method has several
disadvantages. The basis of the method finds the most frequent syntactical connections for
corpora of different languages and joins them into a list. Therefore, changing of the list of
considered languages leads to changing of the list of the most frequent connections since there
is a high probability for introduction of new connections. In this article, we use the Spearman
rank correlation formula which is dependent to a feature set and incomparable for different sets.
Thus, the results calculated for one set of languages are incomparable for another set.
Consequently, we are not able to compare the results for different multilingual corpora directly,
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as we tried to do for PUD and GSD. We are not able to compare languages pair to pair, since
such comparison will be conducted on different feature sets and, consequently, will not be also
comparable. Thus, the method needs some further improvement.

In spite of the mentioned drawback, the method could be successfully applied for
quantitative research in such area as comparative linguistics. Here it could allow finding new
connections among languages, and track language changes. It is also applicable to quantitative
stylometric for finding differences among genres and styles.
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ON THE OCCASION OF THE 80TH ANNIVERSARY OF THE
ACADEMICIAN OF THE RUSSIAN ACADEMY OF SCIENCES,
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V. A SADOVNICHY
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Viktor Antonovich Sadovnichy, member of the Mathematica
Montisnigri Editorial Board, celebrates its 80th anniversary this
year.

Academician of the Russian Academy of Sciences, Professor
V.A. Sadovnichiy is an outstanding Soviet and Russian
mathematician, a major organizer of science and education, a well-
known specialist in the field of computer science and applied
mathematics, rector of Moscow State University, a member of
¥ many foreign Academies and Universities, including an honorary

doctor of the University of Montenegro, a foreign member of the
Montenegrin Academy of Sciences and arts. He authored
fundamental works in mathematics and mechanics, and has a
number of important applied results. The mathematical works
relate to the field of theory of differential operators, the
mathematical justification of a number of approaches in the relativistic theory of gravity. In
works devoted to the spectral theory of non-self-adjoint operators, he proposed and developed
analytical methods and ideas for studying operators with a complex occurrence of a
parameter. V.A. Sadovnichy investigated the most important problem of mathematical
physics - the Orr-Sommerfeld problem, which arises in the theory of hydrodynamic stability,
and the boundary-value problem for the Bessel equation, and here an operator with an
unbounded potential was considered for the first time in the theory of traces of the discrete
operators.

The mathematicians at the University of Montenegro are grateful to Academician V.A.
Sadovnichy for his mentoring, help and support provided in developing the scientific potential
of the Montenegrin School of Mathematics, especially in difficult times of the blockade and
isolation of Yugoslavia by Western countries.

The editorial board of the journal Mathematica Montisnigri wishes Viktor Antonovich
good health, long and fruitful activities as the rector of M.V. Lomonosov Moscow State
University and further successes in the development of theoretical and applied mathematics.

Mathematica Montisnigri Editorial Board
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Mathematica Montisnigri Editorial Board.

K 80-JIETHUIO CO JHS POXKJIEHUS AKAJEMUKA POCCUIICKOU
AKAJJEMUH HAYK, PEKTOPA MOKOBCKOT'O
TOCYJAPCTBEHHOI'O YHUBEPCUTETA
HM. M.B. JOMOHOCOBA B. A CAJOBHUYET O

DOI: 10.20948/mathmontis-2019-46-12

Unen PemaknuonHoit kojutermu skypHana Mathematica
Montisnigri Bukrtop AntoHoBud CaJOBHHYHN B 3TOM TOIY
orMeyvaeT 80-neTHUi FoOMITeH.

Axkanemuk Poccuiickoii akagemun Hayk, mnpodeccop B.A.
CanoBHMYMN — BBIJJAIONINIICS COBETCKUM M POCCUMCKUN YUEHBbIH-
MaTeMaTHK, KpPYIMHBIM OpraHu3atop HayKd U oOpa30oBaHWUI,
M3BECTHBIN CIEUAIUCT B 0071aCTH WH(MOPMATUKH U TIPUKIATHOM
MaTeMaTuky, pektop MIY, uineH MHOrMX HWHOCTPAHHBIX

AkaneMuil 1 YHUBEPCUTETOB, B TOM YHCIIE SBJISETCS MOYETHBIM
: JOKTOPOM YHHBepcuTeTa YepHOropuH, WHOCTPAHHBIM YJIEHOM
UepHoropckoil AkaieMuMu HayK M MCKyccTB. EMy mpuHaexar
dbyHIaMEHTaNBHBIE TPYABI B MaTEMAaTHUKE, MEXaHUKE, PSJT BAXKHBIX
pe3yibTaTOB NPHUKIAAHOIO Xapakrepa. MaremaTHdecKue TpYIbl
OTHOCATCS K oOmactu Teopuu auddepeHInaIbHbIX OMepaToOpoB,
MaTeMaTH4eCKOMY 00OCHOBAHHIO psAJa MOJXOJ0B B PENSTUBUCTCKOM Teopuu rpaBuTanuu. B
paboTax, MOCBALIEHHBIX CHEKTPAJBbHOM TEOPUH HECaMOCONPSIKEHHBIX OMNEepaToOpoB, UM
MPEAJIOAKEHBI M PA3BUTHI AaHATTMTUYECKNUE METO/IbI U UAECH U3YUYEHHS ONIEPATOPOB CO CIOKHBIM
BXOXJeHueM mnapamerpa. B.A.  CamoBHMYMI  HWCCleIOBajl  BaXHEUINYHO  3aaady
MareMmatudecko ¢usnkun — 3amauy Oppa-3ommepdenbaa, BO3ZHUKAIOIIYI0O B TEOPHUH
TUAPOJMHAMUYECKON YCTOMYMBOCTU, U KPAaeBYIO 3aJady s ypaBHEHHUs becceins, mpuuem
3/1eCh BIEPBBIC B TEOPUHU CIIEAOB AMCKPETHBIX OINEPATOPOB ObLI PacCMOTPEH OMEpaTop ¢
HEOTI'PaHUYEHHBIM MOTEHIINAJIOM.

Maremaruku YHuBepcuteta UepHoropuu Gmarogapusl akagemMuky B.A. CamoBHHYEMY 3a
HAaCTaBHUYECTBO, MOMOIb U MOAJEPXKKY, OKa3aHHYIO B Pa3BUTUM HAy4YHOrO0 NOTEHLHMAJIA
UepHOropckol MaTeMaTH4ecKOW IIKOJbl, OCOOEHHO B TpPYIHbIE BpeMeHa OJOKaAbl H
m3oJsiunu FOrocnaBun 3anagHbIMU CTPAHAMMU.

Penxosterust sxypuana Mathematica Montisnigri sxenaet Buktopy AHTOHOBHYY KPEIIKOTO
3I0pOBBs, JOJIOM M IUIOAOTBOPHOM JEATENIbHOCTH Ha mocTy pekropa MIY um. M.B.
JlomoHOCOBa W JaANbHEHIIMX YCHEXOB B JAJbHEHIIEM pa3BUTUU TEOPETHUYECKOU U
MPUKIIATHON MaTEMaTUKH.

Penxkosnerust xypHana Mathematica Montisnigri
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18TH INTERNATIONAL SCIENTIFIC SEMINAR "MATHEMATICAL MODELS
AND MODELING IN LASER-PLASMA PROCESSES AND ADVANCED
SCIENTIFIC TECHNOLOGIES" (LPPM3-2019)

V.. MAZHUKIN*

M.V. Keldysh Institute of Applied Mathematics of RAS
Moscow, Russia
*Corresponding author. E-mail: vim@modhef.ru
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Summary. The results of the Eighteenth International Scientific Seminar “Mathematical
Models and Modeling in Laser-Plasma Processes & Advanced Scientific Technologies”
(LPPM3-2019), which was held from September 29 to October 5, 2019 in Montenegro
(Petrovac), are briefly summarized by the program committee of the seminar.

1 INTRODUCTION

The 18th International Scientific Seminar "Mathematical Models and Modeling in Laser-
Plasma Processes & Advanced Scientific Technologies” (LPPM3-2019) was held from
September 29 to October 5, 2019 in the city of Petrovac (Montenegro).

Figure 1 shows a photograph of the participants of the LPPM3-2019 workshop on the
opening day. The Seminar organizers: M.V. Keldysh Institute of Applied Mathematics of
Russian Academy of Sciences, A.M. Prokhorov Institute of General Physics of the Russian
Academy of Sciences, University of Montenegro (Podgorica), Forum of Professors and
Researchers of Montenegro, Scientific journal "Mathematica Montisnigri".

The seminar in 2019 coincided with the 100th anniversary of the birth of an outstanding
Soviet and Russian scientist, academician of the Academy of Sciences of the USSR and the
Russian Academy of Sciences Alexander Andreevich Samarskii (Fig. 2). Academician A.A.
Samarskii is the founder of the Soviet and Russian schools of mathematical modeling, the
creator of the fundamental general theory of difference schemes, an outstanding teacher, who
brought up more than one generation of famous scientists, an active organizer and a bright
propagandist of science. Scientific activity of academician A.A. Samarskii is firmly connected
with the M.V. Keldysh Institute of Applied Mathematics, Academy of Sciences of the USSR
and the Russian Academy of Sciences and the Institute of Mathematical Modeling of the
Russian Academy of Sciences, which he headed. A brilliant scientist and an excellent
organizer, he laid the potential to preserve the world level of Russian science in the most
important field of mathematical modeling for our country.

The 18th International Scientific Seminar LPPM3 celebrated the 10th anniversary of its
holding in Montenegro. The seminar "Mathematical models and modeling in laser-plasma
processes and advanced scientific technologies™ (LPPM3) was founded in 2004. The first five
years, the organizers of the Seminar were two institutes of the Russian Academy of Sciences:

2010 Mathematics Subject Classification: 00B20, 00A66, 97M10, 97M50.

Key words and Phrases: Proceedings of conferences of general interest, Mathematical Modeling,
Computational Mathematics, Laser Technology, Parallel/Distributed Computing, Heterogeneous Computational
Technologies, Russian Space, Advanced Science Technology.
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M.V. Keldysh Institute of Applied Mathematics and the A.M. Prokhorov Institute of General
Physics. During this period, the scientific theme of the seminar was devoted to one direction
"Mathematical Models and Modeling in Laser-Plasma Processes” and was constantly held in
Moscow. In 2009, after joining of a group of researchers from the University of Montenegro,
a new direction was formed, “Mathematical Modeling in Advanced Scientific Technologies,”
and the seminar site https://lppm3.ru appeared. Since that time, the seminar has been
constantly held in Montenegro.

=

o — i 3 S N s P

Fig. 1. The participants of the seminar LPPM3-2019 in the opening day.

Fig. 2. The opening of the seminar LPPM3-2019
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2 MAIN CHARACTERISTICS OF THE SEMINAR

The representatives of more than 25 Russian and foreign scientific organizations attended the
seminar in 2019. The composition of the 18th Seminar, scientific organizations and the number of
participants is presented in the diagram (Fig. 3). The most numerous was the representation of the
M.V. Keldysh Institute of Applied Mathematics of RAS (37%). From Russia, the scientific results
were presented by researchers of eight scientific centers and institutes of the Russian Academy of
Sciences, 10 universities. Montenegro was represented by researchers at the University of
Montenegro. The researchers from the University of Nova Gorica (Slovenia), the University of
East Sarajevo (Bosnia and Herzegovina), the University of Bangor (Bangor, Gwynedd, United
Kingdom), the University of Bielefeld (Munster, Germany), Friedrich Schiller University of Jena
(Germany), A*STAR Research Center (Singapore) and the University of Rochester (USA)
attended the 18th LPPM3 seminar.

By tradition, the Seminar is supported by the scientific journal Mathematica Montisnigri.
The journal, as before, will publish articles on the most interesting reports of 2019. The
publication on the pages of the journal of innovative articles with scientific novelty and tested
at the Seminar contributes to the development of mathematical science, demonstrates to the
scientific community the possibilities of the methodology of mathematical modeling.

In February 2019, the 100th anniversary of the birth of Alexander Andreevich Samarskii
was celebrated. He was an outstanding Soviet and Russian scientist, academician of the USSR
Academy of Sciences and the Russian Academy of Sciences. The interdisciplinary focus,
based on the scientific methodology of mathematical modeling, which is traditional for the
LPPM3 Workshop, is a continuation and development of the ideas of A.A. Samarskii. Prof,
V.1. Mazhukin (M.V. Keldysh IAM of RAS, Russia), the chairman of the program committee
of the seminar devoted the plenary report “Formation of mathematical modeling. To the 100th
anniversary of academician A.A. Samarskii ”[1] to the prospects for the development of the
methodology of mathematical modeling, first formulated by Academician A.A. Samarskii.
The methodology of mathematical modeling, which is the scientific platform of the LPPM3
seminar, allows one to bring together scientists working in various subject areas:
mathematics, physics, chemistry, biology, medicine, economics, history.

In three plenary and six invited reports, the main scientific directions of the seminar were
formulated. Among the plenary and invited reports, one of the main areas discussed was the
problem of short-pulse (nanosecond) laser action on condensed matter, which is one of the
most popular subject areas of mathematical modeling. The experimental aspects were
considered in plenary reports [2,3]. The prospects for the use of laser action in medicine are
the subject of a plenary report [2] presented by the A.M. Prokhorov GPI of RAS, Russia. The
report discussed the results of studies of laser-plasma action as an effective tool used in
surgery and therapy. The plenary report [3], which was also presented by the A.M. Prokhorov
GPI of RAS, was devoted to the study of phenomena arising in liquid mercury under the
influence of short laser pulses. The report presented experimental results that demonstrate the
behavior of pressure pulses, which may be due to the metal-insulator transition in the near-
critical region of mercury. In the plenary report [4] presented by M.V. Lomonosov Moscow
State University (Moscow, Russia), high-order Fano resonances and giant magnetic fields in
dielectric microspheres are reported. Such resonators provide magnetic nanostructured
generators with giant magnetic fields, which is attractive for many applications.
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Fig. 3. The chart of the distribution of the number of speakers by scientific organizations.
Designations on the diagram:

National Research Nuclear University MEPHI, 15 Friedrich Schiller University of Jena, Germany

Moscow, Russia . . .
M.V. Keldysh Institute of Applied Mathematics of 16 Bauman Moscow State Techl?lcal University,
Moscow, Russia

RAS, Moscow, Russia

A.M. Prokhorov GPI of RAS, Moscow, Russia 17 Nova Gorica University, Slovenia
P. N. Lebedev Physical Institute of RAS, Moscow, 18 University of Rochester, USA
Russia
. .19 Fiber Optics Research Center of RAS, Moscow,
Space Research Institute of RAS, Moscow, Russia Russia
ITMO University, Saint Petersburg, Russia 20 .M. Gubkin Russian State Umversﬂy of Oil
and Gas, Moscow, Russia
M.V. Lomonosov Moscow State University, 21  Ural Federal University, Yekaterinburg, Russia

Moscow, Russia
Scientific Research Institute for System Analysis 22  Moscow Automobile And Road Construction

of RAS, Moscow, Russia State Technical University, Russia
M.A. Lavrentyev Institute of Hydrodynamics SB Lo
of RAS, Novosibirsk, Russia 23 Bangor University, UK
Joint Institute of High Temperature of RAS, 24 A*STAR Research, Singapore

Moscow, Russia
National University of Science and Technology 25 MIREA - Russian Technological University,

«MISIS», Moscow, Russia Moscow, Russia
University of Montenegro, Podgorica, Montenegro 26 University of Bielefeld, Munster, Germany
University of East Sarajevo, Bosnia and 27  School of Mathematics and Physics Ne 2007,
Herzegovina Moscow, Russia

Novosibirsk State University, Novosibirsk, Russia
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The experimental aspects of the problem of laser action on condensed matter were also
considered in invited papers [5, 6]. The report [5], presented by the researchers from ITMO
(St. Petersburg, Russia), was devoted to the urgent problem of manufacturing new optical
components using compressed laser-induced microplasma (SLIMP). A new method for the
experimental study of the thermophysical properties of a wide range of conductive substances
at a high level of pressure temperatures was reported in an invited report [6] presented by the
Joint Institute of High Temperature of RAS (Moscow, Russia).

Based on the results of the theoretical studies, the main tool of which is mathematical
modeling, an invited report is presented [7]. It presents the results of mathematical modeling
of the collision process of two molecular clouds (MC) in a central collision. Collisions of the
MC are one of the key mechanisms for the formation of new stars (Scientific Research
Institute for System Analysis of RAS, M.V. Lomonosov Moscow State University, Moscow,
Russia).

The topic “Models and Algorithms for High Performance Computing” was presented by
the invited reports [8,9]. The report [8] presented an effective technology for mathematical
modeling of the acceleration of solids and plasma under the influence of electromagnetic
forces. For mathematical modeling, the Temetos software platform was developed, which
allows one to specify spatial areas of complex geometric shape and build concentrating grids
in them, including unstructured ones,. The platform contains a number of service modules for
preparing, launching and analyzing the results of calculations on a supercomputer, including
visualization of the resulting solution. Using the modules developed for the Temetos platform,
physical fields were calculated for a number of configurations of magnetic accelerators,
including rail-accelerated ones, and work was done on modeling plasma acceleration under
astrophysical conditions and research. The results obtained are in demand in many
fundamental and applied problems. The report is presented by M.V. Keldysh IAM of RAS
(Moscow, Russia).

The invited paper [9] presented by M.A. Lavrentyev Institute of Hydrodynamics of SB of
RAS and Novosibirsk State University, (Novosibirsk, Russia), was devoted to the accuracy of
MUSCL-type schemes when calculating shock waves. The report deals with the development
of a difference scheme using the MUSCL reconstruction of numerical flows. This scheme is
of particular interest because it underlies a whole class of monotone central-difference
schemes of increased accuracy, the implementation of which does not use the solution of the
Riemann problem at the boundary of adjacent cells of a difference grid (in contrast to standard
MUSCL schemes).

The problems outlined in the plenary and invited reports were discussed during the
sessions of the sections. The diagram (Fig. 4) shows the distribution of reports among the
scientific organizations which submitted these reports for discussion at section meetings.
According to the number of scientific reports presented at the LPPM3 seminar in 2019, the
leader is the M.V. Keldysh Institute of Applied Mathematics of RAS. The share of reports of
this institute in the total number of reports is 35%. In second place in the number of reports
presented, the main topic of which is “Models of mathematical physics and complex
analysis”, is the University of Montenegro. The share of Montenegro reports in the total
amount is 22%. The consequence of the fact that more than half of all reports were submitted
by mathematical institutes was a change in the thematic structure (Fig. 5). The most numerous
in 2019 were topics “Models and algorithms for high-performance computing” (23% of the
total number of reports) and “Models of mathematical physics and complex analysis ”(22%).
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The following topics in the contribution are “Mathematical modeling and computational
experiment in applied problems” (13%) and* Russian space ”’(13%), most of the reports on

the later topics are also presented by M.V. Keldysh IAM of RAS.

In the reports of the subject “Mathematical modeling and computational experiment in
applied problems”, the methodology of molecular dynamics modeling (MDM) was discussed,
and the increasing importance in the studies of the atomistic approach associated with the

development of computational tools was noted.

1%
2%

2% 2% 200 394 3,

u Keldysh Institute of Applied Mathematics of RAS, Moscow, Russia

u University of Montenegro, Podgorica, Montenegro

= A M. Prokhorov General Physics Institute of RAS, Moscow, Russia

B Scientific Research Institute for Sy stem Analysis of RAS, Moscow, Russia

= Space Research Institute, Moscow, Russia

= Joint Institute for high temperatures of RAS, Moscow, Russia

u P.N. Lebedev Physical Institute of RAS, Moscow, Russia

B Lavrentyev Institute of Hy drodynamics of SB RAS, Novosibirsk, Russia
ITMO University, St. Petersburg, Russia

E Lomonosov Moscow State University, Moscow, Russia

B Gubkin Russian State University of Oil and Gas, Moscow
NUST MISiS, Moscow, Russia
Ural Federal University, Ekaterinburg, Russia
Automobile and Road State Technical University, Moscow, Russia
University of East Sarajevo, Bosnia i Hercegovina

Fig. 4. Distribution chart of reports by scientific organizations of keynote speakers.

Within the framework of the molecular-dynamic methodology, the results of studies of the
properties of metals [10] and semiconductors [11] in the field of melting and critical
phenomena were presented (reports of M.V. Keldysh 1AM of RAS). Within the topic, the
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M.V. Keldysh Institute of Applied Mathematics of RAS presented a number of reports on
modeling of the radiation effects in various media [12-14]. The simulation results presented in
the reports are used in the design of high-tech structural materials.

The traditional topic of the seminar "Russian space” icnluded 13% of all reports. The
invited report [15] presents the results of an in-depth study of physics by schoolchildren on
the example of school scientific work on measuring the thermal diameter of the Sun, carried
out under the guidance of the community of collectives of the A.M. Prokhorov GPI of RAS
and Physics and Mathematics School No. 2007 of Moscow (Russia).

Scientific topics of the seminar LPPM3

Mathematical modeling and computational experiment in applied problems
Modeling of laser action on materials

Generation of nanoparticles and nanostructures

Continual and atomistic models

Laser ablation - experiment, theory, statements of the problems
Plasma theory and computational experiment

Models of mathematical physics and complex analysis

Models and algorithms for high performance computing
Russian space

Mathematical methods in biomedicine

Advanced scientific technology in the humanities

Table 1.
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Fig. 5. Distribution of the reports over the scientific topics. The dynamics over the period from 2017 to
2019. The designations of scientific topics in the diagram are given in table 1.
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In the course of section discussions, the problems of observing space objects, the
development of observing systems, and the statistical processing of the obtained data were
considered [16—20]. The report [21] (Institute of Space Research of RAS, Moscow, Russia)
presents the results of three-dimensional numerical simulation of heat propagation in the outer
layers of magnetized neutron stars. Determining the structure of the magnetic field on the
surface of a neutron star is an important task of modern astrophysics. In the report [22],
presented by Scientific Research Institute for System Analysis of RAS (Moscow, Russia), the
actual problem of modeling operator-controlled robots was considered. The methods and
approaches of automatic control of a virtual anthropomorphic robot were discussed, with the
help of which the operations of capturing, holding and moving objects of a virtual
environment are implemented. The proposed methods and approaches are based on the use of
virtual sensors, solving the inverse kinematics problem, and synthesizing force control.

Scientists of the University of Montenegro presented reports [23-33] in the areas of
complex analysis (the results of studies of various spaces of analytical and harmonic functions
are presented); algebra (the results of studies of various algebraic structures, such as
hypernormal rings and semisimple n-dimensional bialgebras, are presented).

The materials of the participants of the conference LPPM3-2019 can be found on the
website https://I[ppm3.ru/en/historyeng/history-of-programmes.

3 DECISIONS OF THE SEMINAR

The following decisions were made:

— to strengthen and develop international scientific cooperation in the field of the
application of mathematical modeling in every way;

— to support the basic principles of the Seminar, strengthening its interdisciplinarity,
attracting for this scientists from various fields of science;

— to hold in 2020 the 19th International Scientific Seminar LPPM3 in Montenegro.

The detailed information on the preparation of the seminar, presentation materials and

results of annual sessions can be found on the website: http://lppm3.ru/.

The Chair of the Program Committee, Professor V.I. Mazhukin.

Acknowledgements: This work was supported by RFBR (project Ne 19-07-01001).
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crnyTHUK JIyHBI, HCKYCCTBEHHBIM cnyTHHUK Mapca, mnaneta Benepa, bamnuctuueckuid 1eHTp,
0aJUTMCTUKO-HABUTAIIMOHHOE oOecreueHne, OOpToBasi CUCTEMa YNPaBJICHUS, T'PAaBUTALIMOHHBIN
MaHEBp, TPaBUTAIIMOHHOE TT0JIE

AnHotamus. 14 mapra 2019 roma wucnomHuiock 90 5eT co AHS POXKACHUS BbIIAIOIIETOCS
OTEUYECTBEHHOI'0 y4eHOro, wieHa-koppecnonaenta PAH D¢pauma Jlazapesuya Axuma (1929-2010).
Bes npodeccuonanbhHas nestenbHocTh O.JI. Akuma Obuta cBsizaHa ¢ MIHCTUTYTOM NpUKIIAIHON
MaTeMaTHKH, KyJla OH MpHIlea Ha padoTy cpa3y nocie okonyanus MI'Y um.M.B.Jlomonocosa. s
BBITIOJIHEHHS 33/1a4, CBSI3aHHBIX C YNPABJICHHEM KOCMHYECKHMMHM ammapatamu, B MHcTuTyTe OBLI
co3maH otaen, KoTopbii Bo3riaBui J.E.OxomumMckuii. B aToT otnen npummen Ha padoty 2.J1. Akum.
Emy nopyuninm 3aHIMaThCS MpoOIeMaMy HaBUTalMy. JTOT KPYyT MPoOJIeM Ompeenl JalbHeHITyio
Hay4yHyIO cyns0y O.JI. Axkmma. D.JI. AKUM 3a0UTHI KaHIUIAATCKYIO M JOKTOPCKYIO JHCCEPTAINH,
cran jaypeatoMm JleHMHCKON W TpwxAbl JiaypeatoM [ocynapcTBeHHBIX npemuit. OH BO3TIaBUI
bamnuctuyeckuit nentp MHCTUTYyTa NpUKIaAHON MaTEeMaTHMKH M PYKOBOJWI MM JI0 KOHIA CBOEH
xu3Hu. Bexu TBopueckoro mytu O.JI. AKMMa HEpa3pbIBHO CBSI3aHBI C IMPOrpPaMMOIl OCBOEHUS
KOCMHUYECKOI'0 MPOCTPaHCTBA. BakHbIN 3Tan 0CBOEHUSI KOCMHYECKOTO MPOCTPAHCTBa ObLIT CBS3aH C
uccinenopanueM Jlynsl. [l ocyiecTBiIeHHs] BHICOKOTOYHBIX PacdyeToB MPH MPOSKTUPOBAHUU OpPOUT
TpeboBaNoCch 3HaTh TpaBuTalMoHHOe moiie JIyHbl. D.JI. AkuMy U ero OMMmKalIuM COTpPYIHHKaM
IPUHAJUIE)KAT MMOHEPCKHUE PE3YIbTaThl B MOCTPOCHUU MOJIENM IpaBUTAMOHHOTO nois Jlynsl. Ilog
pykoBojactBoM D.JI. AkuMa OBUIM BBINIOJHEHBI TPOEKTHBIC HCCIENOBAHUSA, CBS3aHHBIE C
HABUTallMOHHBIM oOecrieyeHrneM moieToB K JlyHe Bcex Hammx kocmuueckux ammaparoB (KA)
(«JIyna 1-24»). Hapsgy ¢ mepBoii MSTKOW TIOCaaKOW Ha TOBEPXHOCTH JIyHBI (aBTOMaTHUECKOM
cranmmu «JIyHa-9»), cieyeT OTMETHTD U NIEPBBIA UCKYCCTBEHHBINA CIyTHHUK JIyHBI — «JIyHa-10» u
cranimio «Jlyna-16», BrnepBble OCYIIECTBHUBIIYIO 3a00p M JIOCTaBKY Ha 3eMJII0 00paslioB JYHHOTO
TpyHTA.

2.JI. Akum (BMecte ¢ T.M. DHeeBbIM) BBIMOJIHUI aHATU3 JUHAMHUKH JIBHKCHHSI MEKIUIAHETHBIX
KA, pa3paboran m HaBUramuoHHO 0OOCHOBajJ cxemy mnepBbix moneroB KA k Benepe u Mapcy,
MOJIOKEHHAsT B OCHOBY BcCeX mocieayrowmux mnoneroB Hammx KA k stum 1manetam. [log
pykoBojcTBoM J.JI. Axkmma Obutn pa3paOOTaHBl MaTeMaTHYeCKHE MOJENH, KOTOPbHIE IO3BOJIMIN
HOJYYUTh TOYHOCTHh HaBUTanuu KA, HEOOXOAMMYIO Il OCTPOCHUS Ka4yeCTBEHHBIX M300parkeHMi
TUTAHETHI U €€ penbeda.
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Key words and Phrases: spacecraft, space vehicle, orbiter, artificial earth satellite, artificial moon satellite,
artificial martian satellite, ballistic center, ballistics-navigation support, onboard control system, gravity assist
maneuver, quasi-synchronous orbit, space radio telescope, very-long-baseline radiointerferometric (VLBI)
observations, Lagrange point L, of the Sun-Earth system
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Summary. March 14, 2019 marked the 90th anniversary of the birth of the outstanding Russian
scientist, corresponding member of the RAS Efraim Lazarevich Akim (1929-2010). All
professional activity of E.L. Akim was connected with the Institute of applied mathematics,
where he came to work immediately after graduating from Lomonosov Moscow State
University. To perform tasks related to the management of spacecraft, a department was created
at the Institute, which was headed by D.E. Okhotsimsky. E.L. Akim came to work in this
department. He was assigned to deal with the problems of navigation. The range of issues
identified for further research the fate of Akim. E.L. Akim defended his candidate's and doctoral
dissertations, became a laureate of Lenin's and three times a laureate of State prizes. He headed
the Ballistic center of the Institute and directed it until the end of his life. Milestones creative
ways Akim is inextricably linked with the program of space exploration.

An important stage of space exploration was associated with the exploration of the moon. For
the implementation of high-precision calculations in the design of orbits required to know the
gravitational field of the moon. Akim and his closest employees have pioneering results in the
construction of a model of the gravitational field of the moon. Under the leadership of Akim,
project studies were carried out related to the navigation support of flights to the moon of all our
spacecraft (SC) ("Moon 1-24"). Along with the first soft landing on the surface of the moon
(automatic station "Luna-9"), it should be noted the first artificial satellite of the moon — "Luna-
10" and the station "Luna-16", for the first time carried out the fence and delivery to Earth
samples of lunar soil.

When the decision was made to start designing the ballistic flight of an unmanned spacecraft
to Mars and Venus, the Akim (together with T.M. Eneev) was the analysis of the dynamics of
interplanetary spacecraft, developed and justified navigation scheme of the first flight of the
spacecraft to Venus and Mars, forming the basis for all subsequent flights of our spacecraft to
these planets. 16 vehicles were sent to Venus, in the navigation support of which Akim made his
irreplaceable creative contribution. Of particular note is the work on the creation of the first
Atlas of Venus, built according to data obtained from the spacecrafts "Venus-15" and "Venus-
16", located in the orbits of artificial satellites of Venus. Under the leadership of Akim,
mathematical models were developed, which allowed to obtain the accuracy of spacecraft
navigation necessary for the construction of high-quality images of the planet and its relief.

Until the end of his life, E.L. Akim kept his focus on the new, immediately guessed promising
directions. Here it is worth mentioning the use of GPS and GLONASS satellite navigation
systems to determine the position of spacecraft.

147


http://doi.org/10.20948/mathmontis-2019-46-14

G.K. Borovin, Yu.F. Golubev, G.S. Zaslavsky, V.A. Stepanynats and A.G. Tuchin.

1 BBEJEHUE

14 mapra 2019 wucnomnunoces 90 ner co aHS poxaeHUs wWieHa-koppecnonaeHta PAH,

JOKTOpa  (U3MKO-MaTeMaTHYeCKUX HayK, mnpodeccopa Axuma Ddpauma JlazapeBuua
(14.04.1929-13.09.2010) (puc.1).

Puc.1. Ddpaum Jlazapepnu Axkum

DJI. Axum pommncs 14 mapra 1929 roga B r. 'anmuu Koctpomckoi obnactu. Ero orer,
Jlazapp DdpanmoBud AkuM, WHXKeHEp, Morud Ha ¢poHTe 1Moa MockBoit B 1941 romy. Marts,
Qauna SkoBneBHa paboTaia BCIO XKHM3Hb OmbOnuorexapeM. Crapmuii Opat, SIkoB JlasapeBuu
AxuM — u3BecTHBIM nerckuil mo3T. B 1933 romy cembs mepeexana B MockBy. Akum O.JL.
MOCTYIUIJI Ha MeXaHUKo-MaTeMaTndeckuil gaxkynsrer MI'Y um.M.B. JlomonocoBa B 1948 rony,
a B 1953 roxy mpumien Ha paboty B Mactutyt npuknanuoit matematuku AH CCCP (apine UTIM
um. M.B. Kennpimma PAH) B nporpamMucTckuii otaen, Bo3riasiusemslit S0monckum O.B. 3atem
oH mepewmén B otaen Ne 5, kotopsiM pykoBoaws mutpuit EBrenbeBnu Oxouumckuii. 31ech
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AxuMm D.JI. aKTMBHO BKJIIOYAeTCs B PabOTHl MO OaJUIMCTHKO-HABUTALMOHHOMY OOECTICUCHHIO
(BPHO) xocMHuuecKkux MojaeToB.

Bes npodeccronanshas aesrenbHocTh Ddpanma JlazapeBuya Obuia cBsizana ¢ MHcTUTyTOM
MPUKJIATHOW MaTeMaTHKH, KyJda OH NpHIIEN Ha paboTy cpady mocie okoH4YaHuss MIY. Dtot
MHCTUTYT OBLJI OPraHM30BaH BBIJAIOIIKMMCS yueHbIM McTrcnaBoM BceeBonogoBuuem Kenpimem
[1]. M.B. Kengpim coOpan CHIBHBIM KOJUIGKTHUB [JIi PAa3BUTHS METOJOB MPHUKJIATHON
MaTEeMaTHKH, C TOMOILBIO KOTOPBIX MPEINOoIaraloch peiuTh MPoOJIeMbl ACPHON YHEPTETHKHI U
OCBOEHMS KOCMoOca. /[ BBINOJHEHHUs 3a7a4, CBA3aHHBIX C BOIIPOCAMM, HAPOXKIAIOIIEHCS TOrAa
pakeTOAMHAMUKHA W YIpaBICHHWEM pakeramu, B HWHcTuTyTe OBLT CO31aH OTHEN, KOTOPBIH
Bo3riaBui Jimutpuii EBrenbeBuu Oxonumckuii. Otnen [I.E.Oxommmckoro ObUI  TOM
«KOMaHJ0M», Ha KoTopyro omupaincs M.B. Kenasln B cBoeli MHOIOTpaHHOM JESTEIBHOCTH B
00J1aCTH paKeTHO-KOCMUYECKON TexHukH. Ddpanm JlazapeBuu cpasy monan B mosie 3peHuss M.B.
Kengpima. M.B. Kennpim nopyunn Tumypy MaromeroBuuy OHeeBy u O.JI. AkuMy 3aHMMATbCA
npobiieMaMu HaBUrauuu. HaBuramusi B KOCMUYECKOM TMOJIETE — 3TO ONpEesICHUE MOTOKEHUS U
ckopocTu kocmuueckoro anmapata (KA), a Takke nmporsos ero JBMKEHUs. ITOT KPYr mpooieM
ompenenun AalbHEHnIyro HayuHyio cyas0y 3.JI. Axkuma. OH mpomén myTh OT cTaxépa-
MCCJIEIOBATENS 1O 3aMECTUTENS AUPEKTOPA MHCTUTYTA, 3AIIUTUI KaHIUAATCKYIO U JOKTOPCKYIO
JIMCCEepTAaINK, CTAJl JlaypeaToM JICHMHCKOM, TprkAbI JlaypeatoM ['ocynapcTBeHHBIX pemMuid. OH
Bo3IaBui  bammnctuueckuil nentp MHcturyra npuknagHoi wmatemaruku (BL UIIM),
co3nanHbiil B 1965 roay nmo pexomenmanuu M.B. Kennpima u C.I1. KoponéBa, u pykoBoauaI UM
J10 KOHIIA CBOEH JKU3HU.

Crnenyer OTMETHUTh, YTO BBIJAIOIIMICA OTEYECTBEHHBIM yU€HBIM 4ieH-KoppecnoHaeHt PAH
O¢ppanm JlazapeBnd AKMM BXOJUT B YUCIIO TEX JIyUYIIUX MPEACTABUTENCH HAYKH M TEXHUKH, Yl
TaJaHT W caMoOTAaya OOEeCHeursIM Hayalo KOCMHYECKOM 3pbl - HCCIIEJOBaHHE U OCBOCHHE
KOCMHMYECKOr0 IIPOCTpaHCTBA. BakHOEe MeCTO B €ro Hay4yHOM >KU3HM 3aHuManu JlyHHbIE
MPOEKThl M NOJIETHI K IUIaHeTaM. OCYHIECTBISUIUCH MPOEKThI, KOTOPbIE B TO BpeMsl Ka3alUCh
(aHTacTHUECKUMU: MATKas mocajka Ha JIyHy, noctaBka rpyHTta ¢ JIyHbl Ha 3eMIIi0, IOJTy4YeHHe
dotorpaduu ¢ nmoBepxHoctu Benepsl. Kazanoch, 4To mpoiaéT coBceM HEMHOTO BPEMEHHU W Ha
Jlyne Oyzmer co3nmaHa 0a3a, COCTOMTCS MHJIOTHpYyeMasl 3KCIeaunus Ha Mapc, OTedecTBEHHbIE
KOCMHYECKHE aIllapaThl coBepiiar moiérsl B cuctemsl FOnurepa u CatypHa. OqHako pa3Butue
NOLUI0O TO JPYroMy IIyTH, a TEMIbl HCCIEAOBAaHUM 3amemnuiauchk. Odpaum JlazapeBuu
MIPUHUMAJ, HO HE corjamaics ¢ 3TuM... OH cuMTall, 4YTO BCKOPE HACTYIUT BPEMS PETrYyJISPHBIX
nonéroB Ha JIyHy, co3ganue nyHHOU 0a3bl, OCBOCHUE NMPHPOIHBIX pecypcoB JIyHBI B HHTEpecax
yelioBe4YecTBa. A BCJEA 3a 3TUM 4YeJIOBEYECTBO HAUHET OcBaWBaTh U JIpyrue HeOecHBbIE Tena.
Bexu TtBopueckoro myrtu O.JI. AkMMa Hepa3pblBHO CBS3aHbBl C POCCHUICKON Hporpammon
OCBOEHUSI KOCMUYECKOI0 ITPOCTPAHCTBA.

C 1963 roay Havan BBIXOOUTH XKypHan Akaaemuun Hayk «KocMHUuecKHe HCCIEIOBaHUSA.
CHUMBOJIMYHO, 4YTO TEpPBbIi HOMEp JKypHala OTKpbIBaeTcs (yHIAMEHTAIbHOM CTaThEN
2.JI. Akuma u ero yuurtens T.M. DHeeBa «OnpeneneHue napamMeTpoB JBHKEHUS KOCMUYECKOTO
JIeTAaTeNIbHOTO amrmapaTa Mo JAaHHBIM TPAaeKTOPHBIX M3MepeHui» [2]. B 3Toit crathe 00600mIEH
OTBIT OMNpENEICHUsI OPOUT HCKYCCTBEHHBIX HEOECHBIX TeJ, MOJYYEHHBIM emé MNpu MepBbIX
KOCMHUYECKHX Moj€Trax. Ha 3Ty OCHOBOMNOJAramwInyr CTaTbl0 NPOAOKAIOT CChLIATHCS, XOTS C
T€X TMOp TMPOLUIM JECATHIETUS U METOJbl OINpeeNieHuss OpOUT COBEPIICHCTBOBAINCH
HECKOJIbKUM MOKOJIEHUAMH YUEHBIX.
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2 PYKOBOIAUTEJIb BAIIVINMCTUYECKOI'O HEHTPA UIIM

2.1 JIyHHBI€ HCCJIEJ0BAHUSA

BaxxHblil 5Tan 0CBOEGHUsI KOCMHUYECKOT0 MPOCTPAHCTBA ObUI CBsI3aH ¢ MccliegoBaHueM JIyHBI.

Xots Jlyna — aTo Gmkaiiinee K HaM HeOEeCHOE TeJlo, 10 HETaBHETO BPEMEHH HEU3BECTHO OBLIO,
YTO HaXOoAuTCst Ha oOpaTHOU cTopoHe JIyHbl. Tem Oosiee HE OBUIO CBEICHUN O BETUYMHE CHJIBI
nputsbkenus  JlyHpl Haag  pa3HBIMH  TOYKamMM €€ ToBepXHOcTH. /[l  ocyliecTBiieHus
BBICOKOTOYHBIX Pacd€TOB IMpPH IMPOEKTUPOBAHUU OpPOUT TpeOOBANOCH 3HATH TI'PABUTALMOHHOE
nojie JIynsl. ToabKO B cambIX MEPBBIX MPUOIU3UTENBHBIX pacuérax MOXKHO IMpearnoyararb, 4To
IUIAaHETa WM €CTECTBEHHBIM CHOYTHUK — 3TO map. Ha camom gene TpaBUTAalMOHHOE I10JIE
€CTECTBEHHBIX HEOECHBIX OOBEKTOB YCTPOCHO BeChMa MPUUYAJIMBBIM 00pa3oM, U €ClU 3TO He
YYUTBIBATh TpU pacyérax, TO KaTacTpo(uyeckue IOCIEACTBUS HE 3acTaBiAT ce0s KIaTb.
W3MepuTh rpaBUTAMOHHOE T0JIE€ MOKHO TOJIBKO KOCBEHHO, HA0I01as 32 OTKJIOHEHUSMH OpOUT
UCKYCCTBEHHBIX CITyTHUKOB. [1o pe3ynbraTam 3THX uccienoBanuii B 1984 rony Obia BhITyIeHA
moHorpadusa «llone tsarorenus: JIynsl U qBUKEHHE €€ MCKYCCTBEHHBIX CITyTHHUKOB» (pHC.2), B
koTopoit O.JI. Akum - coaBTop.
D.JI. Axum BHEC OONBIION BKJIAA B MCCIEOOBaHUE U
NOCTPOCHHUE  MOJENM  TpaBUTAUUMOHHOTrO mosst  JIyHBI.
HenenTpanbHbIi XapakTep rpaBUTAIIMOHHOTO OIS JIYHBI ObLT
OoOHapy’KeH MO JAaHHBIM JTHOPAaLMOHHBIX M3MepeHuil. OqHaKo
9TH KOCBEHHbIE M3MEPEHUsI HE MOIJIM JaTh KA4eCTBEHHOU U
KOJIMYECTBEHHOW XapaKTEPUCTUKHU HELEHTPAJIBHOCTU. 3aIlyCK
nepBoro uckyccrsenHoro crytauka JIyasr (MCJI) KA «Jlyna-
10» mno3BOAMJI MOJNYYUTh NPSIMOE OIKCIEPUMEHTAIBHOE
MOJTBEPXKJICHUE HELEHTPAIbHOCTH MO TAroTeHus JIyHbl u
ONPEACIUTh €ro TEPBbIE KOJIMYECTBEHHBIE XapaKTEPUCTUKH.
KA «Jlyna-10» Owi1 3anymen 31 mapra 1966 1. Bpewms
aktuBHoro cymecrtBoBanusi KA «JIyna-10» cocraBuino 56
cyrok. IlepBeie  pe3ynbTaThl 1O  XapakTEPUCTUKAM
HeleHTpaabHoCTH mosisg JIyasl D.JI. AxkuM omyOiaukoBan B
1966r. [3]. B aToif paboTe OH Bceraa 4yBCTBOBAJ BHUMAHUE U
noanepxky akagemuka M.B. Kenppiia.

[IpuHsTas B Halmiel cTpaHe MOporpaMMa HCCIEeI0BaHUN
rpaBUTallMOHHOrO Moyt JlyHBl mpeanosarana  3amycKd
LEJNEBbIX CIYTHUKOB, BBIBOJMMBIX Ha pa3iuyHble OpPOUTHI
BOKpYT JIyHBI, U OpraHu3anuio A HUX JUIMTEIbHBIX CUCTEMATUYECKUX HA3E6MHBIX TPAEKTOPHBIX
u3MepeHuil. bpUlo IperycMOTpEHO NPOBEACHHWE TI'PAaBUTALMOHHBIX HW3MEPEHUH (TPacKTOPHBIX
U3MEpEeHUl B MHTepecax M3ydeHus Mojs TaroreHus JIyHel) Ha npyrux cnytHukax JIyHel, amns
KOTOPBIX 3TH U3MEPEHUs] He ObUIM OCHOBHBIMU. {11 MONydYEeHUs] TPaBUTAIIMOHHBIX M3MEpPEHHN
ObLTM 3amyIleHbl JBa JYHHBIX crmyTHUKA: «JIyHa-19» u «Jlyna-22». JlnuTenpbHOE aKTUBHOE
CYILIECTBOBAaHUE ATUX CIIyTHHKOB [JaJ0 BO3MOXXHOCTb HAKOIHUTH TPAE€KTOPHBIE M3MEPEHHUS Ha
UHTEpBajie 0ojiee rofa Mo KaXAOMy CIyTHHKY. TpaeKkTopHble M3MEpEeHHMsI, BBINOJHEHHBIE 1O
UCKYCCTBEHHbIM cITyTHUKaM: «/IyHa-10-12,-14,-19,-22» no3Boawin MOIy4UTh NPEACTABICHUE
00 SBONIONMM B HELEHTPAJbHOM IIOJIe JYHHOTO TATOTEHUS Ha 3HAUYMUTEIHHOM HHTEpBaJe
BpEMEHH OPOHUT TMOJIAPHOTO, SKBATOPHUAIBHOTO CIYTHHKOB, a TaKKe OpOUT CIYTHUKOB CO
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CpeIHUM HakJIOHeHHWeM. /[lns monydeHus Oornee TMONHOM WHPOPMALUMU O  BIUSHHUH
rpaBUTAMOHHOrO 1oJs JIyHbI Ha ABMKEHUE B HEM CIIyTHUKOB C Pa3jIMYHBIMUA HAKJIOHEHUSIMH U
reoMeTpueii opOouUT ObUIM HCIIONB30BAaHBl TPACKTOPHBIE H3MEPEHHUS IO aBTOMATUYECKUM
craniusam «Jlyna-15-18,-20,-21,-23,-24» [4]. Ot u3MepeHus ObUIM MPOBEJICHBI HAa KOPOTKHX
UHTEepBaJax BpeMeHHU mnonéra ctaHuuil Ha opOurax MCJI, koTopble ObUIM HEOOXOTUMBI IS
pacuéra U MpoBeIEHUS MaHEBPOB, 00ECIEUMBAIOUINX IMOCAAKY JYHHBIX CTAHIUN B 3a/laHHBIC
pations! JIynel. Caenyer otMeTuth, uto J.JI. AKUM OJZHOBPEMEHHO C MCCIIECIOBAHUAMM IOJIS
TAroreHus: JIyHbl OIHOBPEMEHHO pellan NpUKIagHble 3ahadu obecriedeHusi monétoB K Jlyne
apromarnueckux KA.  Pesymbrarel  ompeneneHuss — napaMeTpoB — HELEHTPAJIbHOCTU
rpaBuTanuoHHoro Tmosist  JIyHel, momydeHHele 1o wuHpopmarmu KA «Jlyna-10», Obum
UCTIONIb30BaHbl Il Oamnuctudeckoro obecriedenust monéra UCJI «Jlyna-11,-12,-14». Ananu3
JTUHAMHUKU JBUKEHUS CITyTHUKOB B I10JI€ TATOTEHUS OBLI MOJOKEH B OCHOBY OANTUCTHYECKOTO
IPOEKTUPOBAHUS HOBOIO IIOKOJIEHUS JIYHHBIX aBTOMAaTMUYECKHMX ammaparoB. Mopens
TPaBUTAIMOHHOTO TOJIs, MOCTpOCHHAs 1o HaOmoaeHusM 3a aBmkenneM VCJI «Jlyna-14» Obuta
YCIEIIHO MCMOJIb30BaHA IIPU YIPABJICHHUU MOJETaMU aBTOMATHMYECKHUX JIYHHBIX allapaToB
«Jlyna-16 - Jlyna24», xoTopble 0OecCTeUnIn BBHICAIKY Ha MOBEpXHOCTh JIyHBI «JIyHOXOIOBY,
3a00p W nocraBKy Ha 3emimo o0Opas3unoB JlynHoro rpyHta». CremyeTr Takke OTMETUTh, YTO
nociaegaue TpaektopHble u3MmepeHus KA  «Jlyna-10», wucnonb3oBaHHBIE IS OLICHKH
HEICHTPAJIBHOCTH Mo TAroTeHus JIyHwl, Obutn momydensl 29 mas 1966 1, B To BpeMs Kak
nepBbie TpaekTopHbie m3MepeHus mo KA HACA «Jlynap Opoutep-1» 14 aBrycra 1966 1.

Mopnens rpaButanimoHsoro nosst Jlynsl, kotopyto nocrpounu O.JI. Axum n 3.I1.Bnacosa,
WCIIOJIb30Bajia TPAEKTOpPHBIE Hu3MepeHus, monydeHHele oT 14 UCJT [5]. OOmuii 00béM
UH(POPMALIMK OLECHUBAJICS BETMUYMHONW OKoJO 456 Thicsu m3MepeHuit. Iloctpoenue monenei
IpaBUTALMOHHOTO 1MoJIst JIyHBI OCYIIECTBISAIOCH MYTEM COBMECTHOM CTaTUCTUYECKONH 00paboTKU
TPAeKTOPHBIX U3MEPEHUH, MOIYYEHHbIX TOUTH OT Beex oTedecTBeHHbIX MCJI. bputo nmoctpoeHo
HECKOJILKO MoJieJiel JIYHHOTO MOl TAroTeHus. CpaBHEHHE MOCTPOCHHBIX MOJENEH ¢ OJIM3KOM
[0 COCTaBy TapMOHMK MOJebI0 moisd TaroteHus JlyHwl, moctpoenHoil B JlabopaTopuu
peaktuBHoro aBmwxkeHus (JPL) B CIIA mo tpaektopusiM usmepenusm MCJI cepun «JlyHap
OpOGutep», MoKazalio BecbMa YAOBJIETBOPUTEIBHOE COIJIACOBAHME Hamboiee KPYMHBIX IO
BeMYMHE KOA(DPUIMEHTOB ATUX Mojeneld. Takoe coriiacoBaHue MoOJeNieH, MOCTPOEHHBIX
pa3HBIMU METOJIaMH 10 HE3aBUCUMOMY U Pa3IMYHOMY HaOJII0JaTeIbHOMY MaTepHaly, sIBUJIOCH
yOeIUTENbHBIM MOATBEPKACHUEM UX KOPPEKTHOCTH.

Ion pykoBoactBom D.JI. Akrma ObUIM BBITIOJIHEHBI IPOEKTHBIE UCCIIEOBAHUS, CBSA3aHHBIC C
HaBUTAIIMOHHBIM obOecreyeHreM MoJE€ToB K JIyHe Bcex HamMX KOCMHUYECKHX almapaTroB
(«JIyna 1 —24») (puc.3). 3a ocymiecTBieHue nepBoi Msarkoi mocagku Ha Jlyny KA «Jlyna-9»
3.JI. Akumy u ero kojuieraM B 1966 r. npucyxaeHa JIeHnHckas mpemusl.

Msirko#t mocajke mpeamecTBoBaia MoAroToBUTEIbHAs paboTa, B KOTOPOM HETIOCPEACTBEHHOE
yuactue npunumain D.JI. Akum. IIpumepom paboThl U3 «JIyHHOTO» LIUKJIA SIBHJICS MPOEKT 00sETa
u doTorpadupoBaHUs HEBUIUMON C 3eMiu CTOpOHBI JIyHBI. DTOT mpoekT ObuT peasm3oBan KA
«Jlyna-3» (puc.4). 3gecb, BHEepBbIE B MHUPOBOM NpPaKTUKE, OBUT NPEJIOKEH U YCHEIIHO
peanu30BaH TaK Ha3bIBAEMbIH «TPABUTALMOHHBIA MAaHEBpP» — LIEJICHANPABICHHOE N3MEHEHUE
TpaekTopuu KA B pe3ynbTare BOSMYILEHHUS €ro IBMKECHUS HEOSCHBIM TEJIOM (B IaHHOM cllyyae
Jlynoit). Jlyns aToro Obuta MOCTpoeHA OOIIas TEOpHsl M MPOBEICH aHAINU3 MPOCTPAHCTBEHHBIX
Tpaekropuil monéra k JlyHe, B ToM umcie Tpaekropuii ¢ o0nérom JIyHBI M BO3BpallleHHEM K
3emuie.
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Jlyna-19

1959-1976

Jlyna-21 Tyna-22

Puc.3. CoBeTckue kocMu4ecKkHe anmnaparsl, ucciaeaoBasime JIyny

[TonytHo OblIa pa3paboTaHa METOAMKA pacyéTa yHpaBlieHUS MOJETOM TaKUX ammapaTosB.
PesynbraTel 3TOH pabOTHI MOJIOKEHBI B OCHOBY OaJTMCTUYECKOTO NpoeKkTupoBaHus KA s
nonéroB K Jlyne u KA cepun «30HI», MpenHa3HAUEHHBIX U1 OTPAaOOTKH MUIOTHUPYEMOTO
oOnéra Jlyns! (B OecrimnoTHOM BapuanTe). Hapsay ¢ mepBoil MATKON MOCAKOM Ha MOBEPXHOCTD
Jlynsl (aBTOMaTH4eckoil ctaHiuu «JlyHa-9»), ciaegyer OTMETHUTh M TIEPBBIM HMCKYCCTBCHHBIN
cnytHuK Jlynel «Jlyna-10» wu cranmuio «JlyHa-16», BHepBble OCYIIECTBHBINYIO 3a00p H
JIOCTaBKY Ha 3eMi1to 00pa3ioB JiyHHOTO TpyHTa. KA JIyHHBII TpyHT qOCTaBMIM Ha 3eMIIIO emié
nBa arrmaparta: «JIlyna- 20» (puc.5) u «Jlyna-24».
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$oTorpadMpoeatne

OpbButa MyHbl

Tpaextopun noneta KA

Mepeaaua
hOTOCHUMKDE

Puc.4. Ilpoekt obnéra u pororpadmpoBanns HeBummumoii ¢ 3emiu ctoponsl JIyner st KA «Jlyna-3»

[Tonér KA «Jlyna-16» ¢ TOUKM 3peHHs 3a7a4, KOTOpbIe TMPUXOJWIOCH pelmaTh Mpu
MPOEKTUPOBAHNH ATHX IMOJIETOB, IMEIT IIENBIN psii ocoOeHHOCTEH. UTOOBI TOCTaBUTH BO3BpAIIaeMBbIit
armapat (BA) ¢ TyHHBIM TPYHTOM Ha 3aJJaHHBIN MTOJIUTOH TEPPUTOPUH HAIICH CTpaHbI, TPEOOBAIOCH
nocaguth KA Ha noBepxHOCTh JIyHBI B MATHO paguycoM 5 KM BOKPYT BHIOpAHHOW TOYKH MOCAIKU.
bannuctuku B To BpeMs HEe MOTJIM 00€CIIEYUTh CTOJIb BHICOKYIO TOYHOCTh IPOTHO3a TOUKHU MOCAIKHU,
T.K. HE UMEJH HEOOXOIUMOM ISl 3TOTO CUCTEMBbI TPAEKTOPHBIX M3MEPEHHH W HEJTOCTATOYHO TOYHO
3HANM JIyHHOE IMoJie TAroTeHus. UToOBl CIpPOrHO3UPOBATH C HEOOXOIUMOW TOYHOCTBIO MECTO
nocajku Ha 3emsie BA ¢ rpynTom JlyHbl, Hy’)kHO OBLJIO MMETh Ha 00pTy BA 10CTaTroyHo TOuHyO Ha
TO BpeMs JNELUMETPOBYIO CUCTEMY TPAaeKTOpPHBIX M3MepeHuil. Ho 3Ta cucremMa mMena CIMILIKOM
Oomnpmroit Bec. Pasmectuts 3Ty cucremy Ha KA, moxepTBOBaB HaydHBIM O0OpyIOBaHHEM, OBLIO
Henb3d. JIfo00ol W3 Ha3BaHHBIX NPUYMH OBIJIO JTOCTATOYHO, YTOOBI OTKA3aThCS OT peaU3aIiH
npoekTa. ToJBbKO TaJaHT, BhICOYAIIas KBATU(PUKAIUSI U HACTOMYMBOCTH | JTaBHOTO KOHCTPYKTOpA
npoekra [.H. babakuHa u SHTY3Ma3M KOMaH/bl, B KOTOPYIO BXoAwiu U cotpyaaukun UM nm.M.B.
Kenppima, mo3Boauiny peannu3oBaTh 3TOT MPOEKT.
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Puc.5. «Jlyna-20». KoHrtelinep ¢ TyHHBIM TPYHTOM

fo'rnBlln fMBHH

THII BHII

Puc.6. BricokoTouHas cucteMa TpaeKTOpHBIX n3MepeHuid B mpoekte «Jlyna-16». (IUIl —
TJIaBHBIH M3MepuTeNnbHbIN myHKT, BUII — BcrioMoraTenbHble H3MEPHUTENBHbBIE yHKTHI, Tors - 4acToTa
CHUTHAJIa OT U3MEPUTEIBEHOTO ITyHKTA)
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B pesynbpraTe ObLTa pa3paboTaHa W UCTBITAHA HOBAs BHICOKOTOYHAS CHCTEMa TPACKTOPHBIX
n3Mmepennit (puc.6). Ilo maGmogenusm 3a asmxenueM MCJI «Jlyna-10,11,12 u 14» Obuia
YTOYHEHA MOJIETh JIYHHOTO TIOJISl TATOTeHHsI. BhUTo mpeiokeHo moctaBuTh Ha 0opT BA menee
TOUYHYIO, HO CYIIECTBEHHO OoJjiee JETKYI0 TPAaeKTOPHYIO CUCTEMY METPOBOIO JUAIa30Ha.

A nns monmydeHuss HEOOXOAMMOW TOYHOCTU TOCaIKU Ha 3eMiio BA ¢ rpyHTOM mpenioKuim
JIOTIOJTHUTEILHO TIPUBJICYb JUIA HaOmogeHuid 3a BA onTuueckne wm3MepeHus oOcepBaTOpHiA
Axanemun Hayk CCCP. Cuctemy TpaeKTOPHBIX U3MEPEHUI 00BIYHO MPHUHATO AyOaupoBath. Ho
Ha 6opTy BA mist aToro He 6p110 pe3epBa Beca. [ maBHbIi koHCcTpyKTOp I'.H.babakuu npuanmMaer
pemienne — obouTuck 6e3 mydomupoBanus. Co3TaHHBIN MPOEKT OKAa3aJICsd HAAEKHBIM M TTO3BOJIMI
YCIEIIHO pEWUTh 3ajady 3abopa M JOCTaBKM Ha 3eMJII0 JIYHHOIO TpyHTa Ha BcexX
npeIHa3HAuYEHHBIX JIJIsl 3TOTO JIYHHBIX armapaTax.

2.2 IToaérel k miaaneram CoJIHEYHOH CHCTEMBI

Benen 3a JlyHoit mpuiiina ouepens UCCiaeI0BaHUs HANX Onrbkaimmx coceneld B CoHEUHOM
cucrteme: Benepol u Mapca. Axkanemuku M.B. Kennpimn u C.I1.Koposi€B npuHsiM COBMECTHOE
pelieHrne HavaTh OAJUTMCTUYECKOE MPOCKTHPOBAHNE OSCHIIOTHBIX MONETOB K TUIaHeTaM Mapcy
u Benepe. bruta pazpaborana cxema ympasieHus mojaétom KA, kotopas jeriia B OCHOBY BCeX
JAIbHEUITUX PadOT, Kak MO OAUTMCTHUYECKOMY MPOEKTUPOBAHUIO, TaK M MO MPAKTHYECKOMY
yOpaBieHUIO ToéTamMu MexIiaHeTHRIX KA. DOta cxema obOecneunmBana TOCTH)KCHHE Kak
MaKCUMaJIbHOM TOYHOCTH YIpPaBJICHUS B XOJ€ MOJNETA, TAK 1 MUHUMAaJIbHBIX MaCCOBBIX 3aTpar,
CBSI3aHHBIX C CO3JaHUEM CaMOW cHucTeMbl ympabiieHus. KosnektuB MHCTHUTYyTa NpUKIagHON
MaTEeMAaTHKU Y4acTBOBAJ MO BCEX MPOEKTHO-OATMCTUYECKMX padoTax, a Takke paboTax Mo
BHO monéroB KOCMHYECKUX anmnaparoB, NpeJIHa3HAYEHHBIX JUJIS UCCIEA0BAHUS MEXIUIAHETHOTO
KOCMHUYECKOT0 MPOCTPAHCTBA, MJIAHET U MAJIbIX TEJ COJTHEYHOU CUCTEMBI.

Benepa-9,10 Benepa-11.12 . Benepa-13.14 Benepa-14.15

Puc.7. KA «Benepa 4, 5, ..., 16»
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D.J1. Axumom (Bmecte ¢ T.M.DOHeeBbIM) ObUI BBINOJIHEH aHAIM3 JIUHAMUKH JIBHOKCHHS
MexmutaneTHeIX KA, paspaborana m oOocHoBaHa cxema mepBbix mojiéToB KA k Benepe u
Mapcy, 1oj10’)keHHass B OCHOBY BCEX MOCJIEAYIOIIMX MOJETOB poccuiickux KA k 3TUM I1aHeTam
[6].

OTBeTCTBEHHBI y4acTOK moJiéra — cOmmkeHue ¢ rmiaHeTod. Ilpu HemocpeaCcTBEHHOM
yaactun J.JI. Akuma Obuta pazpaboTana cxema ynpaiieHus moinétoM KA Ha 3akmounTeIbHOM
srane nonéra. IloctpoeHa meronuka ympaBieHus: pabOTOM HAa3eMHBIX CPEICTB CIEKEHUS IO
U3MEPEHUSIM JTOIUIEPOBCKOTO CMENIEHUsI 4acTOThl curHana KA B NpHIIaHETHOM CeaHce CBSI3U
3emmu ¢ KA. Ha Benepy Obiio otmpasneHo 16 anmaparos (puc.7). OTMETHM HEKOTOpbIE U3
kocmudeckux oskcneauuuid. KA «BeHepa-4» BHOepBble OCYIIECTBWI MepeAadyy Ha 3eMIlto
napameTpoB atMocgepsl maaHeTsl. [lepBrie uckyccrsennsie cnytauku Benepsl (MCB) «Benepa-
9%, «Benepa-10» 1 uX mocamoyHbIE aNmaparbl Mepeaaid Ha 3€MIII0 MaHOPAMbl MMOBEPXHOCTH
sroii uaHetel. ICB «Benepa-15» u «Benepa-16» mo3BosMiau C IMOMOIIBIO YHMKAJIbHOI'O
JKCTIEpUMEHTa 0 paanokaprorpadupoBannio Beneps! (puc.8) mocTpouTh XOpOIIETo KauecTBa
n300pakeHus IIaHeThl U e€ penbeda, co3aTh NepBhlii atiiac Benepsl. [lpu aTom cnenyer Takxke
oTMeTuTh oNETh Hamux KA «Bera-1» u «Bera-2» k komete ["anest ¢ moctaBkoii B atmochepy
Benepsl a’pocTaTHBIX 30HAOB M BBIBEACHHUEM K SAPY KOMETBHI €BPOIEHCKOW MEXKIIJIaHETHOU
craniuu «JxoTTo» (MexmyHapoaHbIit poeKT «Jlommany).

O¢dpaum JlazapeBru BHEC BaKHBIA BKJIaJ B OAJUTMCTUKO-HABUTAIIMOHHOE OOECIIEYCHHUE ITUX
KOCMHYECKHUX SKCIEAUIIHI.

MNEFKUEHTF
(BBICOTA — 1000 kM) QI,

CHHMAENMAT
MONOCA

OPEUTA

TPACCA -
OPEMTEI

SKBATOP
BEHEPE

L —ANOUEHTF
(BBICOTA =65 000 KM)

Puc.8. Kaptorpaduposanue Beneprl. KA «Benepa-15» u «Benepa-16»

2.3 IlIpoekTt Co103-Annosion

OcTtaHoBHMCS Jajiee Ha HEKOTOPBIX, C Halllel TOYKH 3pEHUs, Hauboyiee MHTEPECHBIX 3Tamax
paboter D.JI. Akuma.

Briedatnsromuii 3kcnepuMeHT B MUpE B PAMKax COTPYAHUYECTBA B KOCMOCE ObLI IPOBE/IECH B
utone 1975 r., Korga amepuKaHCKUM KOpaOiib «AMOJIOH» OBUI COCTBIKOBAH C COBETCKUM
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kopabsem «Coro3-19» Ha okos03eMHOI opOuTe BeicoTOM 225 kM (puc.9). Iloner mo mporpamme
OIIAC (skcnepuMeHTanbHBIH TONET AmouoH-Coro3), B X0Jie KOTOPOTO aCTPOHABTHI H
KOCMOHABTHI COBEPILAIN TEPEXO/IbI C OJJHOTO KOpaldJisi Ha APYroi M MPOBOAMIN SKCIIEPUMEHTHI,
ObT1 moJHOCTBIO yememHbM. J.JI. Axum, Bosrnasisis bBI[ WIIM, BHEC cymecTBeHHBIN
TBOpYECKMU BKJIaa B ycnemHyloo peanuzanuio mnpoekrta OIIIAC. TlocnenoBaTenbHOCTD
JTUHAMHYECKUX ONepalui, KOTOphle HEOOXOAMMO OBLJIO BBITOJHUTH KOCMHUYECKOMY KOpabIIio
«Co103-19», mnpenwsiBisiia Bbicokue TpeOoBanus K BHO ynpaenenus mnonérom 1o
OTEpaTUBHOCTHU, HAAEKHOCTH U TOYHOCTH BBIMOJIHEHUS pacuéToB. Bee onepannu no BeIBEICHUIO
KocMHu4yeckoro kopabns «Coro3-19» Ha opOuTy W TOCHeayroue MaHEBPHI BBIIOJIHEHBI C
BBICOKOHW TOYHOCTHIO. Ha 36-M BuTKe mosiéra kKocMmmuueckoro kopadmst «Coro3-19» 17 urons B
19:12 Obuta ocymiecTBIIEHa CTHIKOBKAa KOCMHUYECKMX KopaOneil. 19 wurons Ha 64-M BHTKe
KOCMHYECKHE KOpabiii pacCThIKOBAIKNCH, a Ha 66-M BUTKE BHOBb COCTBIKOBAIHCH. llocie
PacCTBIKOBKH KOCMUYECKUX Kopabieil Ha 68-M BUTKE UX MOJIET MPOXOAUII IO CaMOCTOSITEIbHBIM
nporpammaM. CrienyeT oTMeTHTh, 4To BKItoueHue BI[ MIIM B paboTel mo mMIOTHpyeMOn
KOCMOHABTHKE IOTPEOOBaAIO pa3padOTKW M peanu3alidl HOBBIX METOJOB, aJTOPUTMOB U
IPOrPaMM.

Puc.9. Anomnon-Coroz, 1975 ("Anommon" 611 aktrBeH, "Coro3" — IMacCUBEH)

2.3. KocmMunueckue cranuuu “Caaiornr”

29 cents0pst 1977 r. Ha OKOJIO3EMHYIO OpOHMTY ObUIa BBIBEJCHA KOCMHUYECKAasi CTaHIIMA
«Camor-6». Co3nanue opbutambHOro kKomimiekca «CamoT-6» — «Corws3» — «lIporpecc»
pacIIMpUIIO BO3MOXHOCTH HCCIIEOBaHMS OKOJIO3EMHOIO0 KOCMHMUYECKOTo IpocTpaHcTBa. HoBble
BO3MO>XHOCTH OpOUTATBHOTIO KOMILIEKCA O3BOJIMIM MOBBICUTH MHTEHCUBHOCTh TPAHCIIOPTHOTO
coobmienus 3emnst — «CamoT-6» — 3emia. CTBIKOBKY ¢ OpOUTanbHOU cTaHuued «CamoT-6»
ocymectBunl 31 KA, Bkmouas 4 kopabns tuma «Coro3-T», 12 TpaHCIOPTHBIX Kopaliiei
«[Iporpeccy» nu KA «Kocmoc-1267». Ha 60opty crannuun «Camtot-6» padoTano 5 ocHOBHBIX U 11
KpaTKOCPOYHBIX  3Kcmeaumuii. Bcé 3To  ompenenuno  HEOOXOAUMOCTh  JTajdbHEUIIETro
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COBEpIIICHCTBOBAaHUS MpUMeHseMbIXx MeTo10B BHO monéra. D.JI. AxuMm u 31ech BHEC OONBIION
TBOpPYECKUH BKJIaa B pa3BuTue MeTonoB bBHO monéra opOuTaibHOW CTaHIIMKM W TPAHCIIOPTHBIX,
NWJIOTHPYEMBIX M TPY30BBIX KOpabieil, HampaBisieMbIX K Hel [5]. Baxkueiiel 3agaueit ciyx0b1
HABUTALIMU SIBJISIETCS] TOCTOSIHHOE CIIEKEHHE 32 COCTOSIHMEM JBM)KEHUS CTaHLIMU U KopalJieil mo
opburam. DTO CIIEKEHHE OCYIIECTBISUIOCh HA3eMHBIMU PAIHOTEXHUYECKUMH CpEICTBAMH,
BBITIOJHAIOIMMHA W3MEPEHUsI HAKJIOHHOW MAIbHOCTH W paauainbHOu ckopoctu. B B MIIM
OPOBOJIMIIACH CTAaTUCTHUYECKass 00paboTKa M3MEpEeHH M OIpeneleHue MO0 HHUM IapaMeTpoB
newkeHnuss KA. Pe3ynbpTaTel onpeneneHus mapaMmeTpoB ABmwKeHHs KA HEoOX0auMBI B MEPBYIO
ouepenb Ui TporHo3WpoBaHusi ABwkeHHs KA. AHanu3 M3MEHEHWH mNapaMeTpoB OpOWT,
MOCTOSIHHO YTOUYHSIEMBIM 110 HABUTAIMOHHBIM W3MEPEHUSM, MO3BOJISIET CYAUTh O BO3MYILEHUSX
JBYDKEHUS, M3MEHEHUSX IJIOTHOCTH BEpXHEW aTMoc(epbl U MPU HEOOXOIUMOCTH YUHUTHIBATH B
pacuérax 3Tu TpeOOBaHMS.

19 anpens 1982 roga Ha opOuty OblIa BbIBeeHa opOuTanbHas cTanius «CamtoT-7», KoTopas
obecreunsia MPOIOJDKEHHE KOCMUYECKUX HUCCIIECOBAaHUM, HadaThiX Ha cTaHmuu «CamoT-6». 11
KA BbINOMHMIM CTHIKOBKY co craHiuei «Camor-7», BKirodas 4 xopabns «Corosz», 6 KA
«IIporpecc» n KA «Kocmoc-1443» [7]. Ha OGopry crannum «CanroT-7» mpopaboTanu ABe
OCHOBHBIE M YETHIPE KPATKOCPOUHBIE JKCIEIUIMU. 3a BPEMs YIpaBICHUs NOJETOM CTaHLUU
«CanoT-7» U TPAHCHOPTHBIX KOCMUYECKUX KOpalOiiel MPOM30LUIM JBE KPYIHBIE HEIITAaTHbIE
CUTyallud, BBIXOJ M3 KOTOPBIX MOTpeOOBajl HECTAaHNAPTHBIX pEIIEHUH u ACUCTBUHM OT
crenpanuctoB mo BHO. IlepBas w3 HHX cCBs3aHa ¢ TOJETOM TPAHCIOPTHOTO KOpaoiis
«IIporpecc-14», crapr koroporo coctosicss 10 uronga 1982 r. B 12:57:44 no MOCKOBCKOMY
BpemeHH. CpecTBa TPaeKTOPHOIO KOHTPOJIE MOPCKOTO 0a3WpOoBaHMS MOJYUMIH TPACKTOPHbBIE
U3MEPECHMsI HAKJIOHHOW JAJIbHOCTH M PagUalIbHOM CKOPOCTH. bauIMCTUYECKUH LEHTP IOJLKEH
OBLT MOJIYYUTh MapamMeTpsl opouTsl. OHAKO HavalbHOE MPUOIMKEHHE, UCTIONb3YEMOE B 3aj1aue
OTIpeIeNIeHUs] TTapaMeTPOB JBIKEHUSI, 0KA3aJI0Ch CTOJIb TPYOBIM, YTO CTaHJAPTHBIC YHCIICHHBIC
METOJbl HE OO0ECHeunBaIM CXOAUMOCTb. [lo3TOMy mpHUILIOCE TPUMEHATH pPa3IUYHbIC
YXUILIPEHUS: HANPaBJICHHBIA Nepedop BapuaHTOB HadyalIbHBIX MPUOIIKEHUN U U3MEHEHHE Beca
U3MEPEeHH. DTUM TIpolieccoM pykoBoamn Ddpanm JlazapeBuu. B pesynpraTe Hanpsok€HHOU
paboThl OBUIH MOTYYEHBI TApaMEeTPbl OPOUTHL. YTIpaBIeHUE MOJETOM BOILIO B IITATHBIN PEKUM
M CTBIKOBKAa COCTOsUIacCh B 3amuiaHupoBaHHOe Bpemsi 12 wmrons 1982 r. B 11:41. DrToT ciydaii
HOCTYXMJ HAYaJIOM IMKJIA paboOT MO CO3AAHUIO METOAOB U AJITOPHUTMOB OIPENEIICHUS] OPOUTHI
KA B ycnoBusix Heonpenenénnoctu. Cam D.JI. AkuM ObUT aBTOPOM HEKOTOPBIX OPUTHHAIBHBIX
UJIel 1 METOJIOB PElIeHuUs 3a/1au nmogooHoro poaa. [loxxe pazpaboTaHHbIE METOBI HAILIN CBOE
BOILIOIIEHNE B OOPTOBOM HABUTAllMOHHOM CUCTEME, paboTalolIel Mo CUrHajlaM HaBUTAllMOHHBIX
cnytHukoB ['JIOHACC u GPS [6]. Bropas HemraTtHas cuTyauusi NpOM30ILLIa Ha CTaHLIHUU
«Camot-7» 12 ¢espana 1985 roma. Ctanuus co 2 okts0ps 1984 roga Haxoauiaach B pexHMe
aBTOoMatuyeckoro mojeta [7]. Bo Bpems odepemHOro ceaHca CBSI3M  OOHApYKHUJIACh
HEHCIIPABHOCTh B OJHOM M3 OJIOKOB KOMAaHJIHOW pAJHOJMHUM CTaHIWHU, 4Yepe3 KOTOPBIH
npoxoami paauokomanabl U3 [{YIla u uadopmanus co cranmu Ha 3eMiTi0. AHAIA3 COCTOSHUS
OOPTOBBIX CHCTEM II0Ka3al, YTO MPOM30LUIO ABTOMAaTHYECKOE IEPEKIIOUEHHEe Ha BTOPOU
nepenatuuk. C 3emin BbIJAIM KOMAaHIY O BO30OHOBIIEHHMHU JEHCTBHUS MEPBOrO MepeAaTyuka.
Komanna Oblia mpuHSATa, M CTAaHLIMA yIUIa Ha ouepeqHoW BUTOK. Ho Ha ciemyromem ceaHce
CBs3M MH(OpPMAIMKM CO CTaHIMH YXe He Obuio. [Ipencrosia CThIKOBKA C HE KOOMEPHPYEMOM
cranuueil. Ilocne HECKONBKMX  MeCSALEB TPEHUPOBOK KocMOHaBThl B. CaBuHbIX U
B. I)xanu6exoB yrpoMm 6 urons 1985 roma craprosanu Ha kopadie «Coro3 T-13» [8]. Ilepen BL]
UIIM crosina cnoxHas 3amada. HykHO ObLTO 00€CIEUnTh CTHIKOBKY KOpPaOJsi CO CTaHIMEH 1o
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pasHbIM opOuTanbHBIM JaHHBIM. OpOuta kopabnst «Coro3 T-13» ompeznensiack 1O JaHHBIM
TPAeKTOPHBIX U3MEPEHUH, a opOuTa CTaHIMU coobimanach u3 LleHTpa KOHTPOJsE KOCMHUYECKOTO
npoctpancTBa. [Ipu 3TOM HcHoNb30BaIuCh pa3nuuHble Moaenu apmwxeHus KA. Pa3paborannbie
B BI[ UIIM metoasl coriacoBaHusi Mojeliel IBWKCHUS OOECIICYMIIM YCIICITHOE BBITIOJHEHUE
pacuétoB 1o oneparuBHoMy BHO ympasnenust nonérom kopadins «Coro3 T-13» 1 ero CTHIKOBKY
co ctanuuent 8 utonst 1985 r B 8:50 110 MOCKOBCKOMY BPEMEHH.

CnexyeT OTMETUTh OJHY BaXXKHYIO OCOOCHHOCTh OIEPATHBHBIX padOT OaJTUCTHKO
HaBuranuonHoro obecrnedenust (bHO) monéra kopabdis «Coro3 T-13», koTopast cocrosiia B TOM,
yro bI[ HIIM onHoBpemeHHO mpoBoauia pabotel 1o omepatuBHoMy BHO monéra
ABTOMATHUYECKUX MEXKIUIAHETHBIX cTaHuui «Bera-1» u «Bera-2» [9]. B MomMeHT mpoBeaeHus
cteikoBKU B BL| MIIM mnpoBoaunuck paboTsl K MOATOTOBKE M MPOBEIACHUIO BTOPOU KOPPEKIIMU
MEXIUTaHEeTHOW craHuuu «Bera-2». Bpems BkmioueHus aBuraTenbHBIX ycTaHOBOK (JIVY):
05:45:00. B ornuuMe OT aHAJIOTMYHBIX KOPPEKLMM, MPOBEAECHHBIX Ha craHiusAX "Benepa-11" -
"Benepa-14", k 9TOHl KOPPEKIMU NPEABABISUINCH BBICOKHE TpPEOOBAaHUS 110 TOYHOCTH
UCIIOJIHEHUS, T.K. OHa oOecnednBaia TPaBUTALMOHHBIA MaHEBp, HEOOXOIUMBIA IS
MOCNEeAYIOLIEro nojeTa Kk komere ["anes.

20 ¢espans 1986 roga B Coerckom Coro3e cocTosics 3amyck pakeTsl-HocuTens "IIpoTon-
K", xoTopas BbIBela Ha OKOJIO3EMHYIO OpOMTY 0a3oBbIi OJI0K cTraHmmu "Mup', craBmui
OCHOBOM ISl CTPOUTENLCTBA B KocMoce opbutanbHoro komruiekca (OK) HoBoro mokonenus. K
OK «Mwup» coBepmuian TMOJETHI U CTHIKOBaTUCh ¢ HUM 100 coBeTCKHX (POCCHUHCKHUX)
Kocmuueckux cpencts. Kpome toro, ¢ 1995 r. ¢ OK «Mup» npoBeeHO IEBATh CTBIKOBOK C
MHOTOPa30BbIM TPAHCIOPTHBIM KOCMHUYEeCKUM Kopabném tuma «lllattiny. Pa6orst mo BHO
ynpaBinenust nonérom OK  «Mwup» Obtn  Boznokensl Ha HWMIIM  um. M.B. Kengsima
[TocranoBnenusimu IlpaButensctBa. Bl MIIM mon pykoBoactBom J.JI. AkMMa yCHENIHO
BeIMONIHAT pabotsl mo BHO monéra opOuranbHOi cTaHmun «Mup» M TpaHCHOPTHBIX
MUJIOTHPYEMBIX KocMmuuecknx kopabneit. BI[ MIIM omepatuBHO M peryispHO oOpadaThiBal
TPAaeKTOPHBIE W3MEPEHHUs, ONPEACIsT OpOMTHI, MPOTHO3MPOBAT JABIKEHHE M PaCCUUTHIBAI
napaMeTpbl MaHEBPOB KaXJOTO U3 3TUX KOocMHYecKuX KopaOmei. [lo naHHbIM OOpTOBBIX
U3MEPEHUI MPOBOAMIICS BHIOOPOUHBIM aHAIN3 TUHAMHUKH JIBUKEHUS OPOUTAIILHOTO KOMILIEKCA
OTHOCHUTEJIbHO 1IeHTpa Macc. CrieyeT OTMETUTh, 4TO paboThI CO CTaHIMel «Mup» NpUILIUCh Ha
CYpOBBIH MIEpUOJ1 HAIlIEW UCTOPUU — JIEBSIHOCTBIE TOJIbI Ipouuioro crojetus. B konue 1991 rona
CTaJI0 SICHO, YTO B CIIOKMUBIIUXCS YCJIOBHUSIX HEBO3MOXHO OOECHeUYuTh HaaEXKHOE
¢ynkunonupoBanue MammH Tuna BOCM-6, AC-6, Ha KOTOpPBIX OBIT  MOCTPOEH
nH()OpMaMOHHO-BRIUUCTUTENbHBIM  KoMmuiekc  BI[  WIIM. PykoBoactBom HMHCTHTYTa
NPUKIAJAHOM MaTeMaTuku OBLJIO MPHUHATO pemeHHe 00 YCKOPEHHOM CO3JaHHH HOBOTO
UH(OPMALIMOHHO-BBIYHCIUTEIBHOTO KOMIUIEKCA Ha OCHOBE JIOKAJIBbHOM CETH CepBEepOB Ha
MEepCOHANIbHBIX Mponeccopax. BecHoit 1992 r. Hawamach oOmNbITHAs SKCIUTyaTallMsi HOBBIX
annapartHo-niporpaMMHbIX cpeacts BII UIIM, a nerom 1992 r. 3aBepuieHa skciuryatanus
CTaporo BBIYUCIUTEIHLHOTO KoMILiekca. CKopeHiunii mepexoa Ha HOBYIO MIaTGOPMY MOTHOCTHIO
cebss ompasnan. Kommiekc «Mwup» mnpopaboTanm B Tpu pasa JOJblIe MNEPBOHAYAIBLHO
YCTAHOBJICHHOTO cpoka. B konme 1990-x rogoB Ha CTaHIMM HAadajduChb MHOTOYMCIIEHHBIE
npoOJIeMbl M3-3a MOCTOSHHOTO BBIXOJA M3 CTPOsSl pa3iIM4yHBIX HpUOOpoB M cucteM. Yepes
HekoTopoe Bpemsi [IpaButensctBo PP, cchuiasich Ha TOPOTOBU3HY JadbHEWINIECH 3KCIUTyaTallkH,
HECMOTpSI Ha MHOTOYHNCJIEHHBIE IPOEKThl CIACEHMsI CTAaHIMM, MPHUHSUIO PEIICHUE 3aTONUTH
«Mupy». Ytpom 23 maprta 2001 r. OpOuTanbHbIi HAYIHO-UCCIEAOBATEIbCKUN KOMILUIEKC «Mupy
npekpaTui cBo€ cyuecTBoBaHue. Ha mocnenHem stame OopOUTaNIbHBIA KOMIUIEKC COCTOSUT U3
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6azoBoro Onoka, moxynsa «Ksaut», moayns «KBaut-2», moayns «Kpucrtamm», Mmomyns
«Cnektp», momyns «lIpupoma» m kocmuueckoro kopabmnst «IIporpecc MI1-5». PaGora mo
YIPaBJIEHUIO OpPOUTAIBHBIM KOMIUIEKCOM «MHp» Ha 3Tame ero 3aToIUICHUS HMea psij
CYILIECTBEHHBIX OTIMYMN OT BBHIMOJHEHHBIX paHee pabOT MO 3aTOIUICHUIO IPYTHMX KOCMHYECKHX
amnmapaTtoB, YTO ONPEAETSUIOCh 3HAUMTENbHO Oojbmieil maccoir (mpumepno 130 T), Gonee
CJIO)KHOM TreoMeTpuueckoil (opMol OpOMTAIBHOTO KOMILJIEKCA, BEChMa OTrPaHWYCHHBIMU
3armacamMM TOIUIMBAa Ha OOpTy AJs yHpaBieHUS OpOUTAIBHBIM JIBUKEHHEM KOMIUIEKCA M €ro
JBUKEHHEM OTHOCUTENIBHO IIeHTpa Macc. PaboTta o ynpasieHuio opOUTaIbHBIM KOMILIEKCOM Ha
3aBepiiaroieM dtane ero monéra Opwia BeimmonHeHa L[YII-M (HHWWwmam), PKK «Oueprus»,
HUIIM um. M.B. Kenaeima PAH, cooTBercTByromuMu neHTpaMd MUHUCTEPCTBA OOOPOHBI U
JIPYTUMH opraHu3anusiMu. Pabota mpoBoawiIach Moja PyKOBOACTBOM CHEIMAJIbHO CO3AaHHOM
PocaBrnakocmocoM MeKBEeTOMCTBEHHOW paboueil TPpymnoi Mo OalTMCTUKO-HABUTAIIMOHHOMY U
UH(POPMALIMOHHOMY 00€CIICUEHHUIO 3aKIIOYUTEIBHOIO 3Tana Mojéra opOUTaIbHOIO KOMIUIEKCA
«Mmup». Ddpanm JlazapeBud npuHUMAJ aKTUBHOE Y4acTHE B pabOTE 3TOM TPYIIIIHI.

Cxema 3aTomenus cranuuu «Mupy» npenycmarpuBaia a tana. Lleas nepsoro 3rana — npu
MOMOIIN JBYX MIU TPEX TOPMO3HBIX HMITYJILCOB CPOPMHUPOBATH OpOUTY, 0OECHEUHBAIOIIYIO
ONaronpusTHBIC YCIOBUS JIsi 3aTOIUICHUS] Ha MPOTSHKEHWH HECKOJIIBKUX CyTOK. Llenb BTOporo
JTamna — MpY 3aJaHHOW BEIMYMHE 3aBEPILAIOLIEr0 TOPMO3HOTO HMMITYJIbCA, OMPENEIUTh BpeMs
€ro MpUIIoKeHHs, obecrieynBaroliee 3aTOIUICHHE CTAaHIIMM B 33JJaHHOM paiioHe. B cBs3u ¢ Tem,
YTO COJIHEYHas AaKTUBHOCTh OKAa3blBa€T CHJIbHOE BIIMSHHE Ha IUIOTHOCTh aTMOCQEpHI,
OTIpeIeNAIoIIee TOPMOKEHNE OpOUTAIILHOTO KOMIUIEKCa, 1o MHULMaThBe D¢ppanma JlazapeBuua
B OaJUIMCTUYECKOM IEHTpe ObUIM BBIMOJIHEHBI HCCIEIOBAHUS TOYHOCTH IPOTHO3a HHIEKCa
conHeyHol akTuBHOCTH F10.7. B GammuctudyeckoM LEHTpe ObUIM pa3paboTaHbl adrOpUTMBI U
mporpamMmbl, peanu3yronue Metoauku International Organization for Standardization
ISO/CD15857. Cnenyer OTMETHTD, YTO pa3paboTaHHbIE IPOrpaMMbI YCHEIIHO paboTaloT Mo ce
JeHb. Pe3ynbTaThl mporHosa mnpenctaBistorcss Ha caiite [10, 11] U Mcmonab3yroTcsi MHOTUMU
NOJb30BaTesIMUA. VIMITYJIbChI, peai30BaBIINE CXOA ¢ OPOUTHI cTaHIMU «MuUp», UMEIH TaKylo
OOJIBIIYIO JIUTENBHOCTb, YTO B 30HE BHJIMMOCTH CTAHIIMM HE OCTAaBaJIOCh WHTEPBAIOB €€
naccuBHOro nBmkeHus. Ilostomy DOdpaum JlazapeBuu mnocTaBmsl 3amady paszpaboTaTh
CHEIHUAIbHYI0 METOJIMKY M peajqn30BaTh MPOTPaMMHBIA KOMILIEKC ISl OnpeaeseHus padoThl
CTaHLMH 10 HA3€MHBIM TPAEKTOPHBIM M3MEPEHHSAM Ha (hoHEe pabOThl IBUTATEIbHBIX YCTAHOBOK.
Takoil nmporpaMMHBIN KOMILIEKC ObLJT €IMHCTBEHHBIM B OpraHU3alUsiX, KOTOpbIe oOecreynBain
YTOYHEHHE TPACKTOPHH CTAHIMHM HA 3aKIIOUUTENIbHOM 3Tane e€ monéra. OnepaTuBHas padboTa
no BHO ympaBnenuss mon€rom cranimu «Mup» Obuia 3aBeprieHa. DakTHYECKH 3TO OblIa
nocienHss onepatuBHas padora BL[ MTIM no nunotupyemoi mporpaMme.

2.4 PasButue MeTo10B pelieHus 32124 0AJIMCTHKH

bonpmoe BHuManue D.JI. AKUM yOensa pPa3BUTHIO METOAOB JIOKAJBHOW 00pabOTKH
TPAaeKTOPHBIX M3MepeHH. B 3amaun nokanbHOM 00pabOTKHM BXOJHUT BBISBICHUE U yIAJICHUE W3
JIanpHEHIeln 00paboTKU M3MEpPEHUH, COJEp)KAIUX aHOMAJbHBIE OIIMOKH, a TaKKe C)KaTHe
uHpOpMAIIMH, T.€. 3aMEHA MAaCcCUBAa U3MEPEHHI OJTHUM WU COBOKYITHOCTHIO HOPMAJIbHBIX MECT.
JlokanpHass oOpaboTkKa TO3BOJWIA 3HAYUTEIBLHO COKPAaTHUTh OOBEM BBIYMCIICHHH Ha JTare
ompeseNneHus: OpOUTHI 3a CUET CXKATUS H3MEPHUTENHHOW WH(GOpPMAIUKM M YMEHBIICHHUS YHCIIa
0oTOpakoBOK m3MepeHui. CriennpuKon JTOKaTbHONH 00paOOTKU JJII MCKYCCTBEHHBIX CITyTHHKOB
3emmu (UC3) siBisieTrcss HEOOXOAMMOCTh yuéTa HEIMHEWHOCTEH B MAaTEeMATHYECKUX MOJIEISIX.
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IMon pyxoBoactBom DI.JI. Akuma ObuUM pa3pabOTaHbl ANTOPUTMBI, MO3BOJIIONIUE CTPOUTH
aNnpOKCHMALUI0 U3MEPEHUN CIIEUaIbHBIMU AHATUTHYECKUMH BBIPAKCHHUAMM, 3aBUCAIIUMU OT
TpéX mapaMeTpoB. Takas amnmpoKcUMalys MO3BOJWIA HISHTU()UIUPOBATh aHOMAJbHbIC
U3MEPEHUs] U TOJy4aTb CTAaTHUCTUYECKHE XapaKTEpUCTHKH omMOOK u3MmepeHuil. Ha pasHbIx
JTanax MoJyiéTa CTaHIMU M TPAHCIOPTHHIX Kopadiielt TpeOoBaHMA K TOYHOCTH 3HAHUSA HUX
JBYDKEHUS pa3IM4yHbl M 3TO ONpEAeNsieT HEOoOXOAMMYIO 4YacTOTy M3MEPEHHH M HYKHYIO
TOYHOCTh OMNpenaeieHuss 1o HuM opOut. Hawmbombmme TOYHOCTH TpeOyloTcs MpH
MaHeBpUPOBaHUU Kopabiuel u cranuuii. [lo nanmmaTtuse O.JI. AkuMa U 101 €ro pyKOBOJCTBOM
Obuta pa3paboTaHa METOAMKA U AITOPUTM OJHOBPEMEHHOTO YTOYHEHHS IapaMeTpoB OpOHTHI U
MMITyJIbCa MAHEBPA WIM KOPPEKLIUH.

Baxuneimmu 3amadamu, pemaeMbix B Xxoje omneparuBHoro bHO mnonéra cranuuu u
TPAHCHOPTHBIX KOCMMUYECKHX KOpabiel, ABIA0TCS 3a1aun pacuéra MaHEBpoB. [lepen Hauamom
nonéra Kopalis KaXIOW CHeayrolled SKCHEAMLUN pelIaeTcsl 3ajadya KOPPEeKUUH OpOUTHI
craHuuy. Jlns obecnieueHUs] HAMMEHBUINX 3aTpaT TOIUIMBA Ha MaHEBPHI CONIMKEHUsT KOopalIs co
CTaHLUEH MIOCKOCTh OPOUTHI KOopabis T0KHA OBITh OJM3Ka K INIOCKOCTH OPOUTHI CTaHLUH, a
camMa CTaHIMs [OJDKHA HaxXOAMThCA B MOMEHT CTapTa KopaOis Ha 3aJaHHOM YIJIOBOM
paccrosiHuu Briepeau Hero. Kpome Toro, mpu mpoBeIeHUN KOPPEKLIUH HEOOXOIUMO YCTPaHUTh
CHIJKEHHE BBICOTBI OpPOUTBI CTAHIMH, KOTOPOE OOYCIOBIEHO TOPMOXKEHHEM B BEPXHHUX CIOSX
atMocdepsl. Ilocie BeIBeIeHHS Ha HA4YaJbHYIO OpOUTY KOpaOJib JOJDKEH MEpPedTH Ha opOuTy
CTAaHUUU U CONMMU3UTHCA ¢ HEW. [[j1s 3TOro OH JOJKEH BBINOJIHUTG psifi MaHEBpoB. HomuHanbHas
CXeMa MaHEBPOB M TOYHBIE 3HAUEHUS MX MapaMETPOB JOJIKHBI YTOUHSTHCS C YYETOM JaHHBIX O
napameTrpax peaabHbIX OpOUT KopalOiast M CTAaHIMM. OTO YTOYHEHHE IPOM3BOJIUTCS
MIOCJIEI0BATENBHO 10 MEPE BBINOJIHEHHUS] MAaHEBPOB, MOCTYIUIEHUSI TPA€KTOPHBIX U3MEPEHUMN U
OIpeIeNIEHUs TapaMeTpOB IBUKEHUs CTaHUUM U Kopalis. Ha ycnoBus cOmmkenus kopalis co
CTaHIMEW, a TakXKe Ha BO3MOXXHBIE MHTEpBAJIbl IIPOBEICHUS MaHEBPOB HAKJIa/JbIBAIOTCS
OTpPaHUYEHUS, KOTOpble OOYCIOBIEHbI TPEOOBAaHUAMU CHCTEMBl YIpPaBIECHUS KOpaOiéM,
YCIOBUAMHU OCBEIIEHHOCTH Kopabnst CosHneM, a Takke TpeOOBaHMSAMH HaOII01aeMOCTH
JUHAMHYECKHUX OIlepalui cO CTaHUUU ciexeHus. ONTHMU3anps CXEMbl MaHEBPUPOBAHMS H
TOYHBIC pacuéThl MapaMeTPOB MaHEBPOB HA KaXKJOM dTare CONMKEHUsT KOpadiisi co CTaHIHMEH C
Y4ETOM BCEX HAKJIAJbIBAEMbIX OTPAHMYCHUN MU YCIOBHUM SBJISIETCS BaxkHewuiien 3amadeid bBHO
YIIPABJICHUS TIOJIETOM.

Jlnst Bo3BpalieHusi Ha 3eMIII0 U TIOCAJIKy B 3aJaHHOM paiioHe KOpalib JOJDKEH COBEPIIUTH
MaHEBp cxona ¢ opobutel. IIpenBaputenpHble pacy€Thl CIIyCKa HPOM3BOMATCS 3aJ0JT0 10
IUTAHUPYEMON JaThl mocanku. KpoMe Toro, peryiasipHo NpOBOIATCS Pacd€Thl BO3MOKHBIX
PE3EpBHBIX BapUaHTOB CIIYCKOB Ul MX MCIOJB30BaHUS B CIy4yac BO3HMKHOBEHMSI HEIITATHOM
CUTyalluu, TpeOyromel cpodyHol mocaaku kopabins. B mraTHOM BapuaHTe OKOHYATEIHHBIN
pacuér MaHEBpa €XO0Aa C OpOUTHI MPOU3BOAMTCSA IO PE3YNbTaTaM OIpPENEJICHUS MapaMeTpOB
JBUKEHMSI, TOJTydyeHHBIM 3a 10-12 BUTKOB 10 Mocajku. Y TOUHEHHE NTapaMETPOB ATOr0 MaHEBpa
Y IIPOTHO3 KOOPAMHAT TOYKH IOCAAKH IPOBOAMTCS IO Pe3ybTaTaM ONPEIEICHHs IapaMEeTPOB
JBUKEHMSI C UCIIOJIB30BAaHMEM TPAaEKTOPHBIX U3MEpeHMi 3a 3-4 BuTKa 10 nocanku. Ilposenenue
pacuéToB AN MOCAJKM KOpaOiid, a TakkKe IPOBEICHUE PEryispHBIX Pacu€ToB PpE3EepPBHBIX
BapHAaHTOB MOCAJIKU ABIISIETCS BakHOH 3anaueit BHO monéra kocMuueckoro Kopaoms.

CoBpemenHble  3amaun  uccienoBaHuss COJMHEYHOM CHCTEMBI TNPEABSBISIOT  BBICOKHE
TpeOOBaHUS K YIPABICHHUIO JBM)KCHHEM aBTOMATHYECKUX MEXKIUIAHETHBIX CTAHIMNA. Y CIIEIIHOEe
INPOEKTUPOBAHWE M pealu3alysi OTCUYECTBEHHBIX aMOMIMO3HBIX IPOEKTOB HCCIEI0BaHUN
JabHETO KOCMOca TPEOYIOT €IMHOTO KOMIUIEKCA MaTeMaTH4eCKOTO MOJICIMPOBAHUS, YTO

161



G.K. Borovin, Yu.F. Golubev, G.S. Zaslavsky, V.A. Stepanynats and A.G. Tuchin.

obecreurBacT MUHUMH3AIMIO TIPOCYETOB U OMMOOK. Peanm3aius mpoeKTOB HEBO3MOXKHA 0e3
CO3JaHUsI CHUCTEMBbl YIPABJICHHUS JABWKEHHUEM HOBOTO IIOKOJEHHS C BBICOKOM CTENEHBIO
asronoMHoctu. B BI[ UIIM um.M.B. Kengeima PAH BbeimomHeHBI pabOTHI MO CO3JaHUIO
JaTbHEHIIEMY Pa3BUTHUI0O MAaTEMATHYECKUX MOJENEH yNpaBiICHUS ABUKEHUEM KOCMHYECKOIO
anmapata ais uccnegopanuii ComHeuHo cucteMbl. C MOMOIIBIO TAKETa MPUKIIAIHBIX POTPaMM
BalCalc, cozmanmnoro B BI[ UIIM wum. M.B. Kengeima PAH, BeimonHstoTcs paboThI 1O
OATCTUYECKOMY MPOCKTUPOBAHUIO MEPCIEKTUBHBIX MPOEKTOB HCCIIECIOBAHUS KOCMHUYECKOTO
npoctpanctsa [11-16].

2.5 ABTOHOMHAS HABUTAIIMOHHAS CHCTEMA

Ho xoHma >xxu3Hu D.JI. AKMM He Tepsl 4yBCTBO HOBOTO, Cpa3y yrajblBaj MEPCHEKTUBHbBIC
HaIpaBJeHUs. 3/1eCh CTOUT YIIOMSHYTh O IPUMEHEHUU CUCTEM CIYTHUKOBOW HaBurauuu GPS u
I'N'TIOHACC nng onpeneneHus nojokeHrus KOCMUYECKUX anmnapaToB. MHOTHE yKe MPUBBIKIN K
UCTIOJIb30BAHUIO OJTUX CHUCTEM I ONpENCNICHUS TOJOXKCHHUsI Ha3eMHBIX 00BekTOoB. Ho
O.JI. AkuM cpa3y yBUIEN 3/1€Ch NPUHIMIUAIBHO HOBBIE BO3MOXHOCTH OIPEICICHUS
nonoxkenuss KA. Komnektus B[ ITIM coBMECTHO ¢ IPOMBINIIICHHOCTHIO Hadal pa3paboTKu 1o
CO3JJaHUIO0 BBICOKOTOYHOM aBTOHOMHOU cuctembl Hapuranuu (ACH) UC3 no curnanam GPS u
I''IOHACC (puc.10).

Puc.10 Bzaumnoe pacnonoxenune KA n HaBuranmonHoro kocmuueckoro ammaparta (HKA) va
reoctanuoHapHoit opoure (I'CO), BeicokoamumunTHyYeckoii opoute (B2O) 1 HU3KOH 0KOIT03eMHON
kocmmaeckoit opoute (HOKO)
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Oco00 cnenyeT OTMETHTbh, YTO COTPYAHUKU D.JI. AKMMa pemrii He TONbKO TPaJAUIlMOHHbBIE
JUISL IIEHTpa 3aJa4M: UCCIEA0BAIM BO3MOXHOCTh Cco3/laHus BbhicokoTouHOM ACH, pazpabotanm
JUIsl HEE aliTOPUTMBI U MPOTPAMMBbI Ha MEPCOHATBLHOM KOMIIbIOTEPE, MPOBEIN MATEMaTHUYECKOE
moaenupoBanue paborel cuctem GPS, T'JIOHACC u ACH. Corpymaukun HIIM Taxke
y4acTBOBaJM B BbIOOpe OopToBOi BblumcnutesnbHoM Mammubl ACH, paspaGotamu ans Heé
HeoOXoauMoe 00IIIee MPOorpaMMHOE OOECTICUCHHE, CICIHAIIBHOE MPOTrpaMMHOE oOecreueHne
OOPTOBBIX ammapaTHBIX CPEACTB: MPUEMHHUKA U KOppensaTopa curHaioB. M 9To0wl o0ecnieunthb
Han&KHOCTh paboThl ACH B KOCMUYECKHX YCIOBHSX, MPOBENIH €€ OTpaOdOTKy Ha ammapaTHOM
umurarope curtagoB GPS wu T[JIOHACC. Ddpaum JlazapeBud ObITI HHUIUATOPOM,
OpraHU3aTOPOM M TEOPETUKOM 3TOM HOBOH paboThI [17].

3 3AKJIIOYEHHE

O¢dpaum JlazapeBudy NpPOSBISIT HMHTEPEC K CaMbIM HEOXUIAHHBIM U TapaJoKCaTIbHBIM
IPOEKTaM, CTpeMWICS HalTH B HUX palMoHaibHOe 3epHO. OH crapajcs Hmoaaep:kaTh JOOPhIM
CJIOBOM aBTOPOB TAaKUX IPOEKTOB, TOBOPWJI O TOM, YTO HPOEKT WHTEPECHBIH, 3aciTy’KUBAET
JabHEUIEeH mpopadOTKH.

Benuk Bkmag 3.JI. Akuma B TOATOTOBKY M Pa3pabOTKy OaUTMCTHKO-HABUTAIIMOHHOTO
oOecrieuenuss ympasneHuss noieroM KA Haydynoro HasHaueHus «Pamuoactpon» u
poBeJeHUST Ha ero OOpTy BBICOKOTOYHBIX Hay4dHBIX skcnepuMeHToB. KA «Pammoactpon»
npopaboTai Ha opbute 6onee 7.5 ner.

3a Beiparonuecs 3aciayru Axkum D.J1. O0b11 yaoctoeH Jlennnckoit mpemun (1966), Tpwkmbl
naypeatr 'ocynapctBennbix npemuit CCCP (1970, 1980, 1986), npemun IlpaButensctBa PD
(2005), mpemus um. K.3. [{uonkosckoro PAH (2007), HarpaknéH MHOTUMH TOCYIapCTBEHHBIMU
Harpagamu. D.JI. AkuM — uneH-koppecnionaeHT PAH, 3acity’keHHBIN neATellb HAyKU U TEXHUKU
P®. Ero numenem Ha3BaHna Manas miaHeta ColHeUHOM cucteMbl — actepount (8321) Akim.

Bes xu3abp Ddpauma JlazapeBuua Akuma — 3T0 mpuMep 6€33aBETHOTO CITYKEHHS HayKe.
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Summary. The paper is dedicated to the 85-th anniversary of the outstanding Russian scientist, full
member (Academician) of the Russian Academy of Sciences Mikhail Yakovlevich Marov.
Academician M.Ya. Marov is a Soviet and Russian physicist and astronomer, a leading Russian
scientist in the field of theoretical and experimental study of the solar system, comparative
planetology, and mathematical modeling natural and cosmic media. He owns the outstanding
pioneering results of Venus and Mars research, which received widespread worldwide recognition. For
the first time in the world, he carried out direct in situ measurements of temperature and pressure on
the surfaces of Venus and Mars, conducted thorough studies of the thermal regime of Venus, peculiar
dynamics of its atmosphere, and the structure and properties of clouds. He played a leading role in
solving the complex problem of landing and operation of Soviet vehicles on the hot surface of Venus,
which allowed us to transmit to Earth first dark and white and then color panoramas of the neighbor
planet and to measure elemental composition of its rocks. He has been deeply involved is in the
development and implementation of the planetary space programs «The Moon», «Venusy, «Vegay,
«Marsy, «Phobos».

The area of scientific interests of M.Ya. Marov is very broad. He is basic in mechanics and physics
of space, astrophysics, planetology, mathematical modeling of space media. He made a great
contribution to the advancement of our knowledge on space environment. They include the
fundamentals of planetary aeronomy, mechanics of multicomponent turbulent reacting gases and
heterogeneous multiphase media, non-equilibrium kinetic processes, original methods of mathematical
modeling the atmospheres of planets and gas envelops of comets, migration-collisional processes of
small bodies in the outer space. Thought his scientific career he nicely combined theoretical and
experimental studies and took leading part in managing a few the world recognized space projects.

This biographical sketch reflects the view of many colleagues of Mikhail Yakovlevich at the
Keldysh Institute of Applied Mathematics of RAS, in which he worked for about half a century — it is
objective and equitable while not impartial, but imbued with admiration, respect and love.

2010 Mathematics Subject Classification: 85A35, 91B50, 82C40.
Key words and Phrases: Continuum mechanics, non-equilibrium kinetic processes, planetary research and
cosmogony.
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1 THE BEGINNING OF THE CREATIVE CAREER

As fate would have it, Mikhail Yakovlevich (Fig. 1.) found himself on a stretch of space
and time when humanity opened an opportunity to go into outer space, began to study and
master it. He had a chance to take a direct part in this truly historic achievement in a great
country - the former Soviet Union - from almost the very first steps. He was lucky enough to
pursue his favorite science for many years, along with numerous colleagues and students in
two excellent organizations of the Russian Academy of Sciences, where he has been working:
at the Keldysh Institute of Applied Mathematics (IAM RAS) as a Head of the Department of
Applied Mechanics, Space Research and Aeronomy, and currently, at the Vernadsky Institute
of Geochemistry and Analytical Chemistry (GEOCHI RAS) where he occupies the position
of a Head of the Department of Planetary Sciences and Cosmochemistry. He maintains a
close cooperation between IAM, GEOCHI and Space Research Institute (IKI) in space
projects.

Fig. 1. Academician of the Russian Academy of Sciences Mikhail Yakovlevich Marov
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Mikhail Yakovlevich Marov was born in 1933 in Moscow in a middle-class family (Fig.
2.). His father, a participant in the Great Patriotic War, who was heavily injured, died early.
His mother was a teacher at the Moscow Institute of Chemical Engineering. After graduating
from a Moscow secondary school in 1952 with a gold medal, Mikhail Yakovlevich enrolled
in the Mechanical Department of the Moscow Higher Technical School (now Moscow State
Technical University) named after N. E. Bauman (MSTU) that he graduated from with honors
in 1958. Mikhail Yakovlevich recalls his university and student’s years with a warm feeling,
although the time was hard, his mother raised him alone, laying the spiritual, moral
foundations of life. He repeatedly said that he was eternally grateful to his parents, who have
not only given him the gift of life, but did it very timely indeed, so he graduated from the
university just in time - at the beginning of space era. Being a graduate student Mikhail
Yakovlevich studied the complex section of mechanics - nonlinear oscillations. Just a few
months before receiving diploma, the news of the launch of the first artificial Earth satellite in
the USSR came, which shocked him to the core. For the first time he thought about outer
space as a tangible entity where he would apply his knowledge, but at that time, this idea
seemed an unattainable dream. The real life turned out not a plain sailing.

Fig.2. Parents, childhood, youth

The real life turned out not a plain sailing. After graduating from the university Mikhail
Yakovlevich has been directed to work at the special state enterprise nearby Moscow. He paid
many efforts in order to be engaged in the field close to his university training - non-linear
physical processes rather than in routine engineering work. However, application area that he
had to deal with was fully new - atomic physics and electronics rather than mechanics, and for
two years, he combined hard study of new physical problems with the practical work. The
latter was mostly carried out at the A.l. Leipunsky Physics-Energy Institute in Obninsk where
Mikhail Yakovlevich spent a lot of time participating in experiments with nuclear reactors for
military applications.. Later on he unexpectedly learned that these research were also related
to space because in-tended for utilization in spacecraft’s onboard energetics for the future
interplanetary spacecraft, what Leipunsky Institute pursued following S. P. Korolev’s
foreseeing. It was therefore his first indirect involvement in space exploration. The second
and direct one occurred after reorganization of the industry ventures integrated with the
famous OKb-1 headed by S. P. Korolev (now the Korolev’s Rocketry and Space Corporation
(RSC) Energia. The laboratory where Mikhail Yakovlevich worked became a part of the unit
for the development of control/orientation systems for space vehicles headed by the
prominent scientist academician B.V. Rauschenbach. In the following years, they were
connected with warm friendly relations. Mikhail Yakovlevich actively participated in the
development of navigation systems of the first interplanetary missions - Mars and Venus
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spacecraft IMV and 2MV. Again, everything was new; many problems posed innovative
solutions while imperfection of technical means often resulted in annoying errors.
Nonetheless, some unique systems were set up in the short conceivable time, largely
motivated by the imperatives of the Cold War, by aspiration to surpass the rival and to be the
first.

Mikhail Yakovlevich worked enthusiastically, with full dedication of his knowledge and
strength. Soon, however, fate drastically changed his life again. By the order of OKB -1
overheads he was nominated an assistant of one of the prominent leaders of the rocket and
space industry and Deputy Minister of the State Committee for Defense Technology G.A.
Tyulin. For nearly two years he has been closely engaged in the current and future problems
of rocketry-space technology, including analysis of emergency rocket launches, under the
direct supervision of outstanding industry specialists.

This period preceded the crucial
turning point in his career. At one of the
meetings dealing with the Lunar Race
Mikhail Yakovlevich got acquaintance
with Mstislav Vsevolodovich Keldysh and
soon he received an invitation to join his
Institute of Applied Mathematics of the
USSR Academy of Sciences. Needless to
say, Mikhail Yakovlevich accepted this
honored invitation with a great joy. For
subsequent nearly fifty years his life was
tightly connected with this Institute where
he really took place as a scientist and
made the career from a researcher to a
Head of the Department. Either way, the cosmos determined the choice of his life path. This
path turned out to be not a simple indeed; there were both dramatic events of loss and finding
success of discoveries culminating in recognition of the scientific community. All this was
conditioned by the continuous hard work, permanent learning in different scientific
disciplines during the whole his life that was driven and moti vated by his curiosity, the wish
to push the frontiers of unknown and sincere dedication to science.

Fig. 3. M.V. Keldysh (right) and
M.Ya. Marov, 1971

2 SPACE PROGRAMS AND PROJECTS

A particularly serious school that immeasurably broadened the scientific and technical
horizons of Mikhail Yakovlevich and gave him invaluable experience in working with large
teams and state projects was his position as the Scientific Secretary of the Interagency
Scientific-Technological Council for Space Research (ISTC on SR) under USSR Academy of
Sciences auspices, which was headed by M.V. Keldysh (Fig.3.). He occupied this position for
about 15 years combining these responsible duties with scientific work in the Institute of
Applied Mathematics. He left the position immediately after Mstislav Vsevolodovich passed
away in 1978 responding negatively a call to work with other ISTC leaders.

Mikhail Yakovlevich worked in very close relations with M.V. Keldysh throughout nearly
twenty years There were the most intense and saturated period of his life, his heydays as he
recalls. Mikhail Yakovlevich directly participated in the development of programs of
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scientific and applied space research, discussion and critical assessment of almost all
proposed space projects with significant share of his time at space enterprises and rocket
launch pads. He had a great opportunity to know personally, closely work together with the
leaders of research institutes, and design bureaus including Chief designers of industry -
members of the famous Counsel of Chief Designers headed by S.P. Korolev.

Among historical people greatly contributing to space exploration Mikhail Yakovlevich
distinguish the Chief Designer of S. A. Lavochkin Scientific and Production Association
(SPA) G. N. Babakin. He admired this outstanding person whom with he had especially close
and friendly relationships, as well as with his deputies, and then successors. This was the
venture where spacecraft for planetary exploration were designed and manufactured what
stipulated our pioneering successful research of the Moon, Venus and Mars. M.V. Keldysh
requested Mikhail Yakovlevich participate personally in the SPA projects development in
terms of assistance in solution of fundamentally important scientific problems and related
technical issues involving selection of scientific objectives and interfaces of the onboard
scientific instruments with spacecraft service systems. He performed for many years the
functions of Project Scientist (PS) as such person calls in the West. Mikhail Yakovlevich also
undertook his own experiments with some of these spacecraft as a Principal Investigator (PI).
M.V. Keldysh supported his experimental research and to facilitate the study he set up a
special laboratory in the Marov’s Department at IJAM. The culmination of this activity
became the period from the mid-1960s to the early 1980s - period of the Soviet outstanding
pioneering achievements in the exploration of the Moon, Venus, and Mars (Fig. 4-7).

ks
n|| 17

Fig. 6. IMV — «Marsnik» Fig. 7. IMV — «Venus-1».
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Mikhail Yakovlevich recalls with particular pride the successful multi-year research
program of Venus, since the historical launch of «Venera-4» (Fig. 8-10). A lot of time and
efforts have been invested to this program including his own, but that was more than
rewarded with the excellent technical and scientific results. Successful entry in the Venus
atmosphere and parachute descending made possible to derive the first in the world direct
measurements of atmospheric parameters of this enigmatic planet. This was followed by the
first landings of spacecraft on the planet’s surface and their survival in harsh environmental
conditions (not repeated by anyone else in the world), illumination measurements and
transmission of surface panoramas, measurements of the composition of surface rocks,
studying atmospheric dynamics, structure and properties of the Venus clouds, to mention a
few the most important.

Fig. 8. Entrance descent in the atmosphere Fig. 9. Spacecraft «Venus-4» - «Venus-6»
(«Venus-4» - «Venus-6»)

Fig. 10. The descent vehicle, «Venus-7, -8»

Russian scientists and enginners launched the first artificial satellites of Venus, studied the
features of outer space around the planet. These successes were achieved by the two
generations of spacecraft created under G.N. Babakin leadership. The second generation,
which had a high degree of reliability, also became the technical basis of the «Vega» mission
to 1P/Halley’s comet and creation of the «Astron» astrophysical satellite.

Unfortunately, not all plans of Venus exploration were implemented. Especially painful to
Mikhail Yakovlevich was administrative decision, not justified but adopted in 1981, to cancel
the planned launch of the balloon probe for detailed study of the Venus unique clouds and
related phenomena, while the project was at the final stage of manufacturing. There was the
Soviet-French project led by Mikhail Marov and Jacques Blamont from the Russian and
French sides, respectively. Both leaders paid to the project more than three years of their
scientific career this turned out a waste of time.
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Less successful was the Russian Martian program, which included artificial Mars satellites
and landing vehicles. However, the first soft landing on Mars of the «Mars-3» lander and the
first direct measurements of atmospheric parameters with the «Mars-6» lander became
outstanding achievements. Mikhail Yakovlevich. and co-workers were proud to contribute to
these projects and to obtain the scientific data, which allowed developing the first model of
Martian atmosphere from the surface to ~ 70 km. As the truly epochal are the unique flights
of the third generation of lunar spacecraft developed in the Babakin’s venture. The automatic
lunar soil sampling and return them back to Earth and long-term functioning of self-propelled
vehicles (rovers) on the lunar surface were ensured (Fig.11,12). Successful implementation of
these projects in the early 1970s allowed us to reduce the negative consequences of losing
Lunar Race for landing a first man on the Moon. Mikhail Yakovlevich recalls his complex
feelings he experienced watching Neil Armstrong stepping down the Moon surface - a mix of
pride for triumph of the human genius jointly with of disappointment and bitterness that it
was not Russian.

Fig. 13. Launching penetrators to the surface of Mars and the «Mecom» meteocomplex at the top of
the penetrator (MARS-96 project)
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It seemed possible to us only eight years after Yuri Gagarin historical flight indeed. S.P.
Korolev made a lot to accomplish the goal but his premature death prevented this ambitious
plan from happening. Nonetheless, the automatic lunar flights alleviated the bitter situation
and kept the country's recognition as a leading space power.

The overall situation fully changed and the former recognition shacked down dramatically
in the following decades. While the success of «Vega» missions predetermined the reliability
of «Venera» spacecraft, the new developments years after Babakin death turned out much less
perfect. This resulted in only partial program performance of the two Phobos-88 mission and
the tragic failure of the Mars-96 launch (Fig. 13). Combined with the devastating effects of
perestroika, this has set Russia's lunar and planetary program back decades. Of course, the
absence of a leader of such magnitude as M. V. Keldysh had a huge negative impact, none of
the subsequent leaders of the space program could not be compared with him, did not have
such a colossal authority with the country's leadership.

At the end of the 1970s, after the death of M. V. Keldysh, Mikhail Yakovlevich voluntarily
left the INTS on SR and completely switched to scientific work combining theoretical and
experimental studies. In the «Vega» project Mikhail Yakovlevich was engaged in calculation
of non-gravitational perturbations in the 1P/Halley comet’s motion owing to sublimation of
gas and dust from the nucleus surface. The goal was to increase the accuracy of rendezvous of
spacecraft with the comet. In the «Phobos-88» mission project he was engaged in the
modeling of remote sensing detection of ions ejected by incident laser beam from the moon
surface, followed by ions measurements with by mass analyzer on-board instrument «Lima-
Dy, in order to determine the Phobos rocks composition. In the «Mars-96» project, he was PI
of the meteorological complex installed on penetrators to be jettisoned from the orbiter. The
instrument developed with Finland and USA cooperation intended for long-term
measurements of Mars atmospheric parameters and variations of dust abundance.

«Mars-96» disaster badly affected the Russian planetary program and aggravated the
problems caused by the perestroika. Fortunately, in the late 1990s a small team of enthusiasts
with Mikhail Yakovlevich involvement have undertaken heroic efforts to revive the Russian
lunar-planetary program. They took into account many changes in the country and in
particular in space industry dictated by the new economic interactions and marketing
conditions as well as new technologies. Eventually, traditional groups of qualified specialists
joined this team. Their joint efforts allowed suggesting the project of the universal planetary
spacecraft. They proposed this modern vehicle to undertake «Phobos-Grunt» mission for the
ambitious task to return to Earth rock samples from the Mars moon Phobos. Again, Mikhail
Yakovlevich invested a lot of time and efforts in this project, which gradually received the
state financial support and was included in the Federal Space Program. Its failed launch in
November of 2011 literally shocked him and he long time couldn’t rid of frustration.

The 20-year period of the Soviet planetary exploration and Mikhail Yakovlevich deep
involvement in these historical endeavors is thoroughly reflected in the book «Soviet Robots
in the Solar System. Technologies and Discoveries» (Fig. 14,15), written by M.Ya. Marov
jointly with his American colleague Wesley Huntress and first published in 2011 in English
by Springer-Praxis Publisher in 2011. It was translated in Russian and published by
PHIZMATLIT in 2013 (Marov M. Ya., Huntress U. T. Sovetskie roboty v Solnechnoj
sisteme. Tekhnologii i otkrytiya) and then in 2018 (2-nd edition). The book objectively
describes successes and failures of the Soviet program of lunar-planetary research with
automatic spacecraft, and analyzes the causes of unsuccessful launches in the historical
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perspective. By the W. Huntress idea, the sentence: «First on the Moon, first on Venus, first
on Mars» on the cover of the book pays tribute to outstanding Soviet achievements in the
Moon and planets exploration. The book was awarded the prize of the International Academy
of Astronautics for the best book in the fundamental sciences.
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Fig. 14. Edition in Fig. 15. The book “Soviet robots in the solar systems. Mission technologies
Russian and discoveries ”, published in 2011 in English by Springer-Praxis, and
Diploma of the International Academy of Astronautics for the best book in
basic sciences.

Despite the shroud of secrecy behind the USSR space program Mikhail Yakovlevich was
known in the West as one of its leaders working closely to the head of the Soviet space
program M.V. Keldysh. In addition, M.V. Keldysh assignend Mikhail Yakovlevich to
participate in various international events and negotiations and hence he was in spotlight. That
is why in 1971, after a successful soft landing of «Mars-3» on the Mars surface Mikhail
Yakovlevich was awarded with the International Galaber Prize in Astronautics, which he
called the recognition, first of all, of his colleagues from the Lavochkin enterprise. A collage
of Brown University (USA), dedicated to him on occasion of 20th anniversary of the
«Vernadsky-Brown» symposium, serve as appreciation an of his participation in various
space program and projects respected by the foreign scientists (Fig.16).

In 2012 Mikhail Yakovlevich was awarded the NASA Diploma on the occasion of the 50th
anniversary of solar system research «in recognition of the leading role in the studies of the
solar system and discoveries that changed the world» (Fig. 17). In 2013, he got the famous
Alvin Seiff Award «in recognition of the outstanding and unique contribution to planetary
studies, including the first direct measurements in the atmospheres of Venus and
Mars»(Fig.18).

The book "Soviet robots in the solar systems. Mission technologies and discoveries”,
published in 2011 in English by Springer-Praxis, was awarded the Diploma of the
International Academy of Astronautics for the best book in the field of basic sciences. In
2013, it was released in Russian by the Publishing House of Physical and Mathematical
Literature.
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Fig. 16. Collage of Brown University (USA), awarded to the author in connection with the 20th
anniversary of the symposium «Vernadsky — Brown».

Fig. 17. A NASA diploma on the occasion of the 50th
anniversary of the exploration of the solar system «in
recognition of the leading role in the exploration of the
solar system and the discoveries that have changed the
world».
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3 SCIENTIFIC RESEARCH

In parallel with the work in STC, Mikhail Yakovlevich headed the Department of
Mechanics, Planetary Research and Aeronomy at the IAM, leading theoretical and
experimental studies. Integration of these duties was not a simple task and required
tremendous dedication and energy concentration. Mstislav Vsevolodovich supported and
directed the scientific activities of this unit, helped in solving a number of theoretical
problems. In1964, Mikhail Yakovlevich defended his Ph.D., and in 1970 he received a full
doctor’s degree in the field of physics and mathematics sciences. In 1977, he awarded the
title of Full Professor, and in 1990 elected a corresponding member of the USSR Academy of
Sciences in the Division of Mechanics and Control Systems. He elected a Full Member
(Academician) of the Russian Academy of Sciences in the Earth Sciences Division in 2008.
These events reflected the recognition by the Academy members the importance of Mikhail
Yakovlevich contribution to space and planetary sciences including their value for Earth as
one of the Solar System planets.

The scientific legacy of Mikhail Yakovlevich research that he made personally and jointly
with his pupils and colleagues could be divided into the following sections:

1. Physical mechanics, hydrodynamics and physical kinetics, aecronomy, mathematical
modeling of space and natural environments The main colleagues and co-authors:
Prof. A. V. Kolesnichenko, Corr. Member of RAS D.V. Bisikalo, Dr. V.L
Shematovich, Dr. A.M. Alferov, Dr. O.P. Krasitsky).

2. Planetary research with spacecraft, direct in sifu measurements, development of
models based on the experimental data(Principal colleagues and co-authors:
Academician RAS V. S. Avduevsky, Dr. M. K. Rozhdestvensky, Prof. V. L
Polezhaev, Dr. F.S. Zavelevich, Dr. V. V. Kerzhanovich, N. F. Borodin, Dr. Yu. P.
Karpeisky, Dr. B.E Moshkin, Dr. A.P., Economov, Dr. Z.P. Cheremukhina, K.K.,
Manuylov, Dr. V.P. Osipov, Dr. V.P. Shalimov and M.Z. Mukhoyan).

3. Planetary cosmogony and cosmochemistry, the origin and evolution of the solar
system and other planetary systems (exoplanets) (The main colleagues and co-authors:
Prof. A.V. Kolesnichenko, Dr. V.A. Dorofeeva, Dr. A.V. Rusol, Dr. A.B. Makalkin,
Dr. S. L. Ipatov, Dr. I.M. Ziglina).

We are not going to discuss even the most significant results obtained by Mikhail

Yakovlevich. in each of these sections. The detailed contents of his research can be find in his
numerous papers and monographs written by himself and/or together with colleagues.

3.1 Mechanics of reacting gases, turbulence of inhomogeneous media, aeronomy,
kinetics of non-equilibrium processes, mathematical modeling space environment

The section deals with specific approach of classic mechanics and gas kinetics used for
specific problems of space environment modeling. This is the area where Mikhail
Yakovlevich worked for almost half a century. He initiated the study of many «unknownsy
with application of some basic methods of multicomponent radiative hydrodynamics,
turbulence of inhomogeneous reacting media, dynamics of a rarefied gases, and physical-
chemical kinetics. They paved the road to the development of the new branch of space
research — planetary aeronomy, which he began to study as a postgraduate under the guidance
of Professor V. 1. Krasovsky. A part of these studies was inverse problems solution: deducing
temperature/density of the Earth’s upper atmosphere and their variations depending on the
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solar and geomagnetic activity from the measured data of evolution of the artificial Earth
satellites orbits. At the same time, together with his first student and then colleague A.V.
Kolesnichenko, Mikhail Yakovlevich began to develop the theoretical foundations of
aeronomy. The key of the problems involved in the field of rarefied gas dynamics is the direct
exposure of the upper atmosphere gas to energetic solar electromagnetic and corpuscular
radiation accompanied by the reactions of photolysis (dissociation, ionization, and excitation)
and the numerous direct and inverse transitions - chemical reactions, together with heat and
mass transfer and diffusion processes. Based on these complex studies, he developed the first
models of the Earth’s upper atmosphere used for accurate prediction of the lifetime of
satellites and orbital stations. The results also contributed to refining CIRA - the International
Reference Model compiled by the Committee on Space Research (COSPAR)). Models of
ozone content variations depending on small species and turbulence were also studied in
framework of the European space project GOMOS (Global Ozone Monitoring by Occultation
of Stars).

Another area of aeronomy research was focused on the study of nonequilibrium kinetic
processes in the rarefied gas of the upper atmospheres of Earth and other planets. These
studies were started by Mikhail Yakovlevich with his other talented student V.I. Shematovich,
who later successfully used the developed methods to solve the problems of astrochemistry.
The basis was laid on the methods of stochastic modeling when solving the Boltzmann type
equations with the right-hand side containing reaction integrals. The method made possible to
take into account with a good accuracy the contribution of solar radiation and chemical
sources of heating in the energy budget, as well as an efficiency of dissipation of atmospheric
atoms into outer space. Original physical-probabilistic analogue of the the Boltzmann kinetic
equation was constructed in the form of a random process of particle interactions/relaxations
in Markov’s form with the use of Monte Carlo algorithms for the numerical evaluation.
Methods of statistical modeling have been successfully utilized in the study of non-
equilibrium state of some Earth’s upper atmosphere components with the account for
ionization rate of O2, N2 and O, kinetic energy spectra and distribution functions of «hot»
oxygen and nitrogen atoms due to photo dissociation at different heights, and spectra of
kinetic energy of photoelectrons. Application of this approach to Mars allowed us to estimate
the rate of water loss due to non-thermal dissipation of heavy atoms from the planet’s
atmosphere. The role of water in the evolution of the ancient Martian atmosphere also studied
with the analysis of contribution of photolysis and chemical reactions.

This segment of Mikhail Yakovlevich scientific research also includes modeling of the
structure and composition of the comet's internal coma, with a detailed study of the processes
of molecular transport in the porous core, sublimation of gas and dust from the surface of the
icy nucleus, and the formation and radial profiles of macro-parameters near the surface in the
Knudsen layer. These models were developed jointly with V. Shematovich, D. Bisicalo, V.
Strelnitsky. Together with A. V. Kolesnichenko he assessed an influence of non-gravitational
perturbations on the motion of the Halley comet at different distances from the Sun. These
results were used in the VEGA project for the spacecraft navigation. They also assessed the
displacement of the observed «photometric» nucleus because of light scattering by dust
relative to the physical one in order to point cameras and other onboard instruments correctly.

In the set works of M.Ya. Marov on the mechanics of space and natural environments, a
special place occupied the studies jointly with A. V. Kolesnichenko on the complex problems
of turbulence of multicomponent reacting gases. They carried out these researches including
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the fundamental theoretical approaches, the respective mathematical apparatus, methods of
setting and solving model problems for almost three decades and continue to develop the
study successfully. The results are summarized in the numerous publications and a number of
monographs published by leading Russian and foreign publishers («Naukay, «Phyzmatlity,
«Binomy, «Kluwer Academic Publishers» and «Springer») [1-16]. These studies focused on
space applications, mostly on the problems of cosmogony, an evolution of gas-dust accretion
disks. We emphasize that in the works a new direction in the studies of inhomogeneous
turbulent media has emerged, involving thorough analysis of chemical reactions between gas
components and dust influence in the heterogeneous medium. No less important is
consideration of the hydrodynamic helicity and the efficiency of dust clusters formation in
turbulent vortices because of streaming instability in the hydrodynamic flow.

3.2 Planetary space research, development of models based on the data of
measurements

This large part of the Mikhail Yakovlevich scientific research is mostly related to the
experimental studies with the planetary vehicles. He obtained the most important results in the
study of Venus with the spacecraft «Venera-4» - «Venera-14» (1967-1981). Together with his
colleagues, he had the unique chance to investigate an enigmatic Venus atmosphere and to
carry out the world's first direct measurements of its parameters. «Venera-4» was the first
vehicle that discovered the atmospheric properties while «Venera-7» and «Venera-8» landers
reached the planet’s surface and successfully operated in a very harsh environment. The
second generation of more capable «Venera-9-14» landers and satellites made possible to
unravel many mysteries of the Venus nature. In the height profiles of his more accurate
temperature and pressure measurements, he found some inhomogeneity he associated with
convection in the Venus lower atmosphere. He studied the peculiar features of the global
atmospheric dynamics from the data of Doppler shift measurements of transmitters’ master
oscillator frequency during the landers descending, as well as by the direct wind speed
measurements on the Venus surface with anemometers. As the result, the height profiles of
the wind velocity from the surface to upper cloud deck were found, which confirmed an
existence of atmospheric superrotation. In addition, for the first time in the world, he and his
colleagues measured the solar radiation attenuation with height in several spectral ranges in
the atmosphere and illumination on the surface and concluded that red rays predominate at the
Venus surface giving it an orange tint. Thus, being on the Venus surface you would see
orange skies over your head. These measurements made it possible to transmit first black-and-
white, and then color panoramas of the surface, as well as to obtain the first data on the
location and structure of the Venus clouds. Mikhail Yakovlevich studied in detail the structure
and microphysical properties of the clouds with the nephelometer technique on the «Veneras-
9 and 10» landers. For the first time, he discovered the three main cloud layers and transition
zones in between consisting of three modes of micron-sized particles with different refractive
indices. This led to the conclusion that particles of the clouds are completely different from
water ice and formed by a substance of different nature, which later on was identified with
concentrated sulfuric acid. In addition to the main layered cloud deck located between 49 and
68 km above the surface, he and co-workers revealed the presence of sub-cloud (at 49 to 35
km) and upper cloud (above 68 km) hazes. The state of art results of Venus study were
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described in the book after M.Ya. Marov and D. Grinspoon «The Planet Venus» published by
the prestigious Yale University Press.

M.Ya. Marov paid the great attention to the Venus and Mars atmospheres modeling which
based, on his own measurement data. He developed the first model of the Venus atmosphere
based on the temperature, pressure and chemical composition data and the detail analysis of
thermodynamic properties of the atmospheric gas. He worked on the problems of radiative
heat transfer and atmospheric dynamics attempting to explain the formation of runaway
greenhouse responsible for the unusual Venus climate. Unfortunately, only limited data were
derived from the direct measurements of altitude profiles of temperature, pressure and
horizontal wind velocity from the «Mars-6» lander. Nonetheless, based on these data the
Martian atmosphere he and colleagues created Mars atmosphere model that was in a good
agreement with the subsequent more complete measurements on the American landers
«Vikingy». These studies stimulated Mikhail Yakovlevich to develop meteorological complex
installed on penetrators of «Mars-96» mission and later the methodology and instrument
«Thermophobe» intended to measure thermal characteristics of Phobos surface with the
«Phobos-Grunt» lander. This device serves as precursor of «Thermo-Ly instrument for similar
measurements on the lunar surface that installs on the «Luna Resource» lander.

Finally, it is worth to mention about the Mikhail Yakovlevich work on the problems of
mechanics of weightlessness, in which he actively participated for several years along with
V.S. Avduevsky, V.P. Osipov and their colleagues. He studied deeply enough this new
advancing area of space research and published a few joint scientific papers that witness
extremely broad areas of his scientific interests.

3.3 Planetary cosmogony and cosmochemistry - origin and evolution of the solar system
and planetary systems around other stars (exoplanets)

The area of research, which Mikhail Yakovlevich focused on over the past two decades, is
genesis of planetary systems. This branch of astrophysics known as planetary cosmogony is
going back in time to middle centuries and rooted in Kant-Laplace basic ideas about an origin
of the solar system. However, it took a great impetus only in the latest time when observations
of circumstellar disks with the modern astronomical instruments became available, and also
owing to discovery of exoplanets and relevant mathematical modeling with the use of
powerful computers. Direct analysis of extrasolar matter encapsulated in its structure and
composition and allowing to reconstruct the original processes of chemical reactions, phase
transitions, etc. nicely complement the studies.

As the basic theory is concerned, the field combines different sections of physical
mechanics from which the modern branch of mechanics of space and natural media has
emerged. The modeling methods covered by planetary cosmogony involve the problems of
heat and mass transfer, turbulence, and physical kinetics, to mention a few. They are closely
related to aeronomy and most recently appeared cosmochemistry. The latter is the great tool
allowing us to limit some constraints imposed on mathematical models when incorporating
data on the structure, chemical-mineralogical composition and isotopic ratios of characteristic
elements of meteorites matter. It therefore makes possible to reconstruct the processes of
origin and evolution of celestial bodies and planetary systems as a whole more reliably.
Vernadsky Institute is the world-recognized holder of excellent collection of meteorites
including falls from the Moon and Mars, as well as lunar soil delivered by space vehicles.
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This provides a synergy in the use of two approaches in the models development and in
particular, it motivated Mikhail Yakovlevich to changing affiliation in order to advance the
cosmogony problems through such a synergy. Currently, he and colleagues focuses on
modeling the early stages of thermal and dynamical evolution of gas-dust turbulent accretion
disk from a fragment of molecular cloud based on the mechanics of heterogeneous media with
the account of magnetohydrodynamic (MHD) effects. They also pay significant attention to
the analysis of gravitational and hydrodynamic disk instabilities resulted in disk
fragmentation into fluffy clusters of fractal nature followed by their collisional interactions
and growing inhabited dust particles from nanometers to pebble-boulder sizes and eventually
to planetesimals.

Mikhail Yakovlevich published numerous papers and a number of monographs on the
subject of stellar-planetary cosmogony that, likewise his earlier books, took national and
international recognition. Among them, the monographs written with Prof. A. V.
Kolesnichenko on the problems of turbulence and self-organization are to be distinguished. In
these books, authors specially address the problem of turbulent accretionary discs instabilities
and ordered structures formation at the originally chaotic background. In other words,
following Yu. L. Klimontovich, they consider an orderly organized turbulent flow against the
chaotic background. This topic is in close relation with general analysis of the behavior of
chaotic systems what Mikhail Yakovlevich studied jointly with Acad. A.M. Friedman and
they edited together a few published books.

Since the 1990s, Mikhail Yakovlevich studied migration processes in the solar system. In
colloboration with S. Ipatov he developed the model of icy small bodies and dust particles
migration from the outskirt of the solar system (Kuiper belt) involving their intermediate
capture into orbits intersecting that of Jupiter followed by inward drift to orbits of the main
asteroid belt and then fullfilling Amour-Apollo-Aten (NEO) group approaching the terrestrial
planet orbits and thretened Earth. The corollary of the model is the conclusion that at the stage
of intense bombardment by comets and asteroids of carbonaceous chondrites type with large
water and other volatiles abundance (LHB) Earth could receive by the mechanism of
heterogeneous accretion, an amount of water comparable to its content in the Earth’s oceans.
Tis could could compensate for the loss of volatiles at the Earth formation stage and is closely
related also to the problem of the biosphere origin. Venus and Mars would receive
comparable amounts of exogenic water, which reinforces the hypothesis of an existence of
their ancient oceans lost in the course of subsequent evolution [4,6,9,11].

4 INTERNATIONAL COLLABORATION, PEDAGOGICAL AND OUTREACH
ACTIVITY

The professional activity of Acad. M.Ya. Marov was tightly connected with international
cooperation culminated during the period of his working at the STC. Since early 1960s he was
a part of the Commission for Exploration and Use of the Outer Space (which was an open
body of the secret STC) chaired by Acad. A. A. Blagonravov. In 1965, Acad M.V. Keldysh
recruited Mikhail Yakovlevich to the new created Intercosmos Council responsible for the
USSR international cooperation with socialist countries camp and later on with France. He
continued this activity for many years. Since that time he began to travel abroad to participate
in various conferences and symposia. Scientific community elected as a member and/or head
of a number of commissions and working groups in the international scientific organizations

179



B.N. Chetverushkin, A.I. Aptekarev, A.V.Kolesnichenko, V.I. Mazhukin, V.P. Osipov

such as Committee on Space research (COSPAR), International Astronautical Federation
(IAF), International Association of Geomagnetism and Aeronomy (IAGA), International
Association of Meteorology and Atmospheric Physics (IAMAP). He was elected President of
the Commission and then President of the Division III (Planetary Research) of the
International Astronomical Union (IAU). Mikhail Yakovlevich has established friendly
relations with many outstanding foreign colleagues. Among them, there were Carl Sagan,
Thomas Gold, Tobias Owen, James Pollack, Gordon H. Pettengil, William Irvine, Brad
Smith, Harold Masursky, Gerry Soffen, Mikhael Carr, Stiff Saunders, Jacques Blamont,
James Head, Wesley Huntress and many others.

In 1971, USSR and USA signed the first Agreement on cooperation in outer space. From
the Soviet side the document signed President of the USSR Academy of Sciences M.V.
Keldysh and from the American side First Deputy of NASA Administrator George David
Low who headed US delegation visiting Moscow. Four Joint Working Groups (JWG) were
set up: Outer space, the Moon and planets; Space meteorology; Space communication; Space
biology and medicine. M.Ya. Marov NASA Assistant Director Noel Hinners were nominated
the co-chairs of the first JWG, which worked actively for about seven years until Reagan
administration came to power. In particular, direct link (tele bridge) was established during
Soviet and American Mars missions for the real time coordination of observations and
scientific data exchange, with Mikhail Marov and Gery Soffen on the both sides. Mikhail
Yakovlevich actively participated in international cooperation on some other space projects,
including «Phobos-Grunt» and the planned «Luna» missions.

Mikhail Yakovlevich has a great experience in teaching. He gave lecture courses and
served an advisor for PhD students, training above 20 candidates and doctors of science.
Since 1989, he was deeply involved in educational programs of the new created International
Space University (ISU) where he taught annually for 30 years serving as Head of Physical
Sciences Department, Lecturer and a member of Academic Council and Board of Trustees.
The university graduates future leading specialists in the field of space exploration on the
international, interdisciplinary and intercultural (3I) basis using brain storming approach.
Mikhail Yakovlevich contributed in the ISU activity including both permanent campus in
Strasbourg (France) and summer sessions programs running over the world, and this his
activity was highly appreciated. In 1994-1995, he has been teaching at the University of North
Carolina working also on space projects. He is Professor of the M.V. Lomonosov Moscow
University and he currently lectures at the Department of Space Research.

Throughout many years Mikhail Yakovlevich dealt with the scientific-organizing duties.
Besides the above-mentioned activity in the STC and numerous international bodies, he
worked and keeps working in the different commissions, committees, and councils. Currently
he is a member of the Bureau of the Outer Space Council of the Russian Academy of Sciences
(RAS); Chairman of the RAS Commission on K.E. Tsiolkovsky Scientific Heritage; vice-
chairman of the RAS Scientific Council on Astrobiology; Member of the Expert Commission
for promotion of scientific knowledge and Scientific Awards for the best works on
popularization of science. He chairs the permanent workshop in the Vernadsky institute. For
more than 30 years he is Editor-in-Chief of the international scientific journal
«Astronomicheskij vestnik. Issledovanija Solnechnoj sistemy» (Solar System Research)
issued simultaneously in Russian and English, and had been a member of Editorial boards of
several international scientific journals. Since 2009, UNESCO World Heritage Committee
(WHC) involved him in the astronomy-space heritage activity aimed to perpetuate the most
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recognized space-rocket centers and space objects, which expanded tremendously the
boundaries of our knowledge. He chaired the tentative Task Group since 2012 to initiate the
process of space science and technology commemoration.

Mikhail Yakovlevich has published about 300 scientific papers in the referred journals and
18 monographs with the world-recognized domestic and foreign Publishers [1-16]. He also
pursues his permanent outreach activity popularizing science through publications and TV
programs. He is an author of the most recognized popular books «Planets of the solar system»
(NAUKA PH, 1981 1-st and 1986 2-nd editions) and «Kosmos. From the solar system to the
core of the Universe» (PHYSMATLIT, 2016 1-st and 2018 2-nd editions).

M.Ya. Marov was elected a full member of the International Academy of Astronautics, a
member of the British Royal Astronomical Society. He has several distinguish state and
international awards. He is laureate of the most distinguished Lenin Prize and the USSR State
Prize. His Governmental awards include Order of the Labor Red Banner, Order of Honor,
Order of Friendship and medals. Most recently he was awarded with the distinguish Demidov
Prize and Keldysh Gold Medal of RAS for outstanding achievements in science. Among his
international awards are prestigious Galabert Prize for Astronautics, Edwin Sieff Award, and
COSPAR Nordberg Medal.

5. GREAT TEACHER M.V. KELDYSH

In conclusion, we would like to emphasize once again that Mikhail Yakovlevich Marov

had the happy fate to be in the very core of many historical events and to share outstanding
space achievements in the great country — Soviet Union.
He joined this enterprise when humans just only began to study space and master it. He was
happy to work productively in his lovely field of science and create his scientific school. He
was fortunate to know personally many wonderful people dedicated to space exploration and
pioneering discoveries the world beyond the home planet. Mikhail Yakovlevich warmly
reminds many of them whom with he was fortunate to be on
a short stretch of space and time donated to a human by
nature. He especially distinguish and esteem, however, the
real leader of space breakthroughs, his Great Teacher
Mstislav Vsevolodovich Keldysh. He speaks of him with a
mix of infinite respect and admiration. From his teacher
Mikhail Yakovlevich took many lessons learned in science
and management and - most importantly — perceived his life
philosophy and world attitude. He address the relationships
with this amazing scientist and personality as a great gift of
his fate.

The above biography of Mikhail Yakovlevich Marov is
essentially a brief overview of what he has accomplished,
and not in pursuance of official orders, but motivated by his
own choice and mental capacities. Earlier telling about the
main directions and issues of his scientific and scientific-
organizational work, we already mentioned that many

Fig. 19. Th t teach . D
‘£ MV i(gerlilizslf achet outcomes of this activity and the results of research of the

scientist have been described in the numerous published
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books and monographs. There is, however, one of them that he especially values. This is the
unique book «Space Research» (M.V. Keldysh, M.Ya. Marov. «Kosmicheskiye
Issledovaniya. M.:Nauka. 1981») based on a paper of the same title written by him jointly
with his great teacher for the Proceedings «October and Science» («Oktyabr anf Naukay) and
published by Nauka PH by the 60-th anniversary of October revolution in 1977.

Needless to say, Mikhail Yakovlevich feels proud of M.V. Keldysh invitation to co-author
him in this work. Discussions in due course of writing the manuscript left the deep trace in his
memory.

Colleagues congratulate Mikhail Yakovlevich on his remarkable anniversary and wish him
many more years of active life and fruitful activity.
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KiroueBble cioBa: Mexadnka CIUIONIHBIX Cp€l, HCEPABHOBCCHBLIC KHHCTUYCCKHUE IIPOLECCEHI,
HCCICOOBaHHUsA INIAHET 1 KOCMOI'OHUMA.

AnHoTanusi. CTaThs MOCBsIIeHA 85-I€THIO BhIatoerocss Poccuiickoro y4éHoro, AeiHCTBUTEIIBHOTO
yneHa Poccuiickoil akamemun Hayk Muxawna fAxoBneBuua Maposa. Axaaemuk M.S. MapoB —
COBCTCKMIA M POCCHHCKHMH (HU3MK W acTPOHOM, BEAYIIMH POCCUHCKHUN YydYeHBIH B 00JIACTH
TEOPETUYECKOT0 M JKCHCPUMEHTANBHOrO u3yuyeHus: COJHEYHOM CHCTEMBI, CpaBHUTEIBHOU
TUTAHETOJIOTHH, MaTeMaTH4eCKOro MOJETHPOBAHUA TPUPOAHBIX M KOCMHYECKHMX cpea. Emy
MIPUHAJUICKAT BBIAAIONINECS MHOHEPCKHE pPe3ylbTaThl MccienoBannii Benepsr m Mapca, KoTopble
MOJIYYWJIM IIMPOKOE MHUPOBOE IMpHU3HAaHME. BrepBble B MUpPE UM BBINOJHEHBI NPAMbBIC U3MEPEHUS
TEMIIepaTyphl U JABICHUS Ha MOBepXHOCTU Beneprsl u Mapca, MpoBeACHBI UCCIEIOBAHUS TEIUIOBOTO
pexknma Benepsl, TuHaMuUKH aTMOCc(epsl, CTPYKTYpBI 00:1akoB. OH ChITpall BEAYIIYIO POIb B PEIICHUN
CJIOXHOHW 3aJjaud TMOCAJKM HAIIMX amlllapaToB Ha MOBEPXHOCTh BeHepbl, Onaromaps deMy yaaloch
mepeaarb Ha 3eMiIl0  [BETHBIC MMAaHOpPaMbl, H3MEPUTh dJIEMEHTHBIM coctaB mopod. Ox
HETIOCPEJICTBEHHBIM y4acTHUK peanuzaniuu mporpamm «JIyHay, «Benepa», «Bera», «Mapcy,
«Dobocy.

Oo6unacth HayuHBIX HHTEpecoB M. S1. MapoBa oueHb mmpoka. OHa BKIIOYACT MEXaHUKY U QU3UKY
KOcMoOca, acTpO(U3UKy, IDIAHETOJIOTHIO, MaTeMaTHYecKoe MOJAETHpPOBaHHE KocMuieckux cpen. OH
BHeC OONBIION BKJIAN B pa3BUTHE HAITUX 3HAHUNA O KOCMHYECKOH cpene. K HUM OTHOCSTCS OCHOBEI
TUTAHETHOW a’POHOMUM, MEXaHWKa MHOTOKOMITIOHCHTHBIX TYpPOYJCHTHBIX PEAarupyroliuX Tra3oB H
TETePOTEeHHBIX MHOTO(A3HBIX Cpejl, HEPABHOBECHBIC KWHETHYECKHUE TIPOIECCHI, OpPUTHHAILHBIC
METOJIBl MAaTeMaTUYeCKOr0 MOJETUPOBaHUs arMocdep IUIAHET M Ta30BBIX O00JOYEK KOMET,
MUTPAIOHHO-KOJJTU3NOHHBIE MPOLIECCHI MANBIX TeJl B KOCMIYECKOM MPOCTPaHCTBE. B cBoeit Hay4HOit
JIEATEIPHOCTY OH MPEKPACHO COYETACT TEOPETHUUYECKUE U HSKCIEPUMEHTAIbHBIC HCCIIEIOBAHUSA,
MPUHMMAJT HETOCPEACTBEHHOE YYacTHE B OCYIIECTBICHHM LEJIOTO psila HAIIUX BCEMHPHO
MIPU3HAHHBIX KOCMHYECKUX MTPOEKTOB.

Hacrosimuii Onorpaduueckuii o4epk oTpaxkaeT B3I MHOTHX Koyuier Muxawnia SlkoBiieBu4a 1mo
Wnctutyty npuxiagnoit maremarukd uM. M.B. Kenapima PAH, B koTopom oH mpopaboTan OKOJIo
MoJTyBeKa — OOBEKTHBHBIN, HO HE OECTIPHUCTPACTHBIN, a MPOHUKHYTHIH BOCXHUIIIEHHEM, YBAKEHHUEM H
T000BBIO.

2010 Mathematics Subject Classification: 85A35, 91B50, 82C40.
Key words and Phrases: Continuum mechanics, non-equilibrium kinetic processes, planetary research and
cosmogony.
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1. HAYAJIO TBOPYECKOI'O IIYTHU

Cynsba pacnopsauiack Tak, yto Mwuxaun SxoneBud MapoB (puc. 1.) okazancs Ha
OTpe3Ke MPOCTPAHCTBA U BPEMEHU, KOTJIa YEIOBEYECTBY OTKPHLIACH BO3MOKHOCTH BHINTH B
KOCMOC, HayaThb €ro u3y4aTb M OCBoeHHe. EMy joBenoch MNpuHUMaTh camoe
HEMOCPEJACTBEHHOE YJacTHE B ATOM MOUCTHHE HCTOPUYECKOM CBEPIICHUU B BEIHKOW CTpaHE
— CoBerckom Coro3e — NPaKTHUYECKU C CaMbIX MEPBBIX MIaroB. EMy mnocuacTIMBHIOCH
3aHMMAThCS JIFOOMMOI HAyKOW Ha TPOTSHKEHHH JOJITUX JIET BMECTe C MHOTOYHCICHHBIMU
KOJUIETaMH ¥ YUYEHUKAMHU B JBYX BEIUKOJICTIHBIX Oopranu3anusax Poccuiickoil akagemun Hayk,
I7ie eMy JI0BeJoch paboTaTh, — B MIHCTUTYTE npukinagHoi maremaruku uM. M. B. Kengpima
(UIIM um. M. B. Kengeima PAH), rne oH BO3TiaBisia OTAEN NPUKIATIHONW MEXaHHKH,
KOCMUYECKUX HCCIICIOBAaHUM W a’pOHOMUHU, U B VIHCTUTYTE TEOXMMHH W aHATUTHYCCKON
xumun uM. B. Y. Bepnaackoro (CEOXHW PAH), B koTopoM OH BO3TJIaBJISET KPYIHBIN OTAEI
IJTAHETHBIX MCCIIEIOBAHUN M KOCMOXHUMUH, BCEMEPHO CIIOCOOCTBYS COTPYIHHUYECTBY MEKIY
HIIM, Huctutytom kocmmueckux ucciaenoBanuii (MUKWM) m 'EOXM B kocmMuyeckux
MIPOEKTaX.

Puc. 1. Akagemuk Poccuiickoii akagemun Hayk Muxann SIkoBinesny Mapos
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Muxaun fxosieBny MapoB poawicsa B 1933 r. B Mockse, B mpocToii cembe (puc. 2.). Ero
oTell - yuacTHUK Benukoit OTedecTBEHHOM BOIMHBI, ObUT TSDKEJIO paHeH, paHo ymep. Ero marth
- nmpenogaBaTedb MOCKOBCKOIO HHCTUTYTa XHUMHUYECKoro MamuHoctpoenus. Ilocne
OKOHYaHMS B 1952 r. MOCKOBCKOM CpeHEN IIKOJIBI ¢ 30J10TOM Menanbio Muxaun SkoBneBuy
MOCTYNHIJI HAa MEXaHWYeCcKuid (pakyabTeT MOCKOBCKOTO BBICIIETO TEXHHUYECKOTO YUYWIHINA
(MBTY) (apiHE MOCKOBCKHIN TOCYJAapCTBEHHBINH TEXHHUYECKUN yYHHBEpPCHUTET) mMeHH H. D.
baymana (MI'TY) u okonuun ero ¢ ornuyueM B 1958 r. CBOM HIKOJBHBIE U CTYACHUECKUE
roasl Muxaun SIKoBieBHY BCIOMHUHAET C TEMIBIM YYBCTBOM, XOTS BpeMs ObLIO TSDKENOE,
MaMa, 4YTO Ha3bIBAETCS, «IOJAHUMANA» €r0 OJHa, 3JI0KUB JYXOBHBIE, HDABCTBEHHbBIE OCHOBBI
#u3Hu. OH HEOJHOKPaTHO TOBOPWJ, YTO OECKOHEYHO OJaroJapeH CBOMM POJIUTEISM,
KOTOpPbIE HE TOJIBKO MOJAPWIM €My XHU3Hb, HO CIAENaId 3TO KpallHe CBOEBPEMEHHO, TaK YTO
OH OKOHYMJI YHHMBEpPCUTET KakK pa3 K Hayally KocMHuecKoil spel. Ha mocrmegHux Kypcax
yHuBepcuTera Muxaun SIkoBiieBUMY H3ydasn CIIOXKHBIM pas3fell MEXaHUKU - HEJIMHEWHbIE
KoJieOaHust ¥ ObUI CTYIEHTOM-IMIUIOMHHUKOM, KOT/ia Mpunuio u3sectue o 3amycke B CCCP
MEPBOrO0 B MUPE MCKYCCTBEHHOTO CITyTHHKA 3eMiu. OHO MOTPSICIO €ro A0 TIYyOWHBI TYIIH.
Torpa BoepBble OH 3aAyMalcsi O KOCMOCE, HO MEYTa XOTh KaK-TO K 3TOMY HpPUOOIIUTHCS
Ka3aJiach TOT/1a HECOBITOUHOM.

Puc. 2. Pongurenn, 1eTCTBO, FOHOCTD

Ero »u3HEHHBIM IIyThb OKa3aJCsd COBCEM He NpOoCThIM. [locie OkOHYaHMs yYHHBEpCHUTETA
Muxaun SIkoBiaeBWY OBUT HAmpaBlIeH Ha 3aKpbITOe mpeanpusThe moa MockBoi. OnH
OPWIOKHUI HEMAJl0 YCWJIMH, YTOOBI 3aHUMATbCS TaM HCCIIEIOBATENBCKOM, a HE PYTHHHOU
WHXXEHEpHOW paboToil. B TedeHme mneEpBBIX ABYX JIET OH 3aHUMAJICS HEIMHEHHBIMHU
npolreccaMi B aTOMHOM (PM3HMKE, MHOTO BpPEMEHH MpoBOJIMWI B (DU3MKO-IHEPreTHUYECKOM
uHctutyte uMenu A. U. Jleiimynckoro B OOHMHCKE, y9acTBYsI B OKCTICPUMEHTAaX Ha aTOMHBIX
peakropax. Kak OH y3Hal MO3K€, 3T HUCCIEIOBaHMs HE TOJIBKO MpPEAHA3HAYAIUCH IS
O00OpOHHBIX TPOEKTOB, HO OBUIM CBA3aHBI TAKKE C KOCMOCOM W MpeJHa3Ha4yalluCh s
UCTIOJIb30BaHUSI B TEPCIEKTHBE B OOPTOBBIX HSHEPreTUYECKUX YCTAHOBKAX JAIBHUX
kocMuueckux ammaparoB (KA) u npoBoauiucek no pacnopspkennio C.I1. Koponera. Bekope,
OJIHAaKO, IPOM30LIIA pPEOpraHu3alus — HOPEeanpusTHe, B KOTOpoM Muxaun SkoBieBud
pa6oran, npucoenuauiu k OKb-1 C. I1. Koponépa (HpiHe PakeTHO-KOCMHUECKast KOPHOpaIus
umenu C.I1. Koponésa «3ueprus» - PKK «Qneprus»), a ero nabopaTopus BOILIa B COCTaB
nojpasfelieHuss JUisi pa3pabOTKU CHCTEM VIPaBICHUS U OpPUEHTAIlMM KOCMHYECKUX
anmapaTtoB. DTO HalpaBlIeHHE BO3IJIABISUT KPYNHBIA y4uéHbli akagemuk b. B. PaymenoOax,
TECHOE OOIIEHHE C KOTOPBIM MPOAOJKAJIOCh MOTOM Aoiarue roabl. Muxaun SkoBneBuu
NpUHUMAJl aKTUBHOE YYacTHE B pa3pabOTKe HABHTAIIMOHHBIX CHCTEM IEPBBIX KOCMHYECKHX
arnmapaTtoB 11 onéroB K Mapcy u Benepe cepuit IMB u 2MB. Bcé€ torma 6suio BHOBE,
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MHOT0€ MMOCTUTANIOCh OyKBAJIbHO Ha XOAY, @ HECOBEPIICHCTBO TEXHUYECKHX CPEICTB 4aCTO
NPUBOJIWIIO K JTOCaJHBIM omnOkam. M, TeM He MeHee, B KpaTyaillllie CPOKHU CO3/1aBaJIUCh
COBEPILIEHHO YHUKAJIbHBIE CUCTEMbI, BO MHOI'OM MOTUBUPOBAHHBIE UMIIEPATUBAMHU XOJIOIHOMN
BOITHBI, CTPEMJICHUEM MIPEB30MTH CONEPHUKA, OBITH IEPBBHIMHU.

Bckope, omnako, cyap0e ObIJIO YromgHo BHOBb KPYTO H3MEHUTh KHM3Hb Mwuxauia
SkosneBuua. HeoxxumanHo pacriopspbkernuem I'ockomuteTa mo o6oponHou TexHuke (I'KOT),
Kk kotopomy otHocuiock OKB-1, ero mepeBenu B MoCkBY, riie moJ HEMOCPEACTBEHHBIM
PYKOBOJICTBOM BBIIArOLIErocsl crnenuanucra orpacid ['.A. TiojlMHa OH BIUIOTHYIO 3aHSJICA
TEeKYIIMMH ¥ TIEPCIIEKTUBHBIMU MPOOJIEeMaMH PAKETHO-KOCMHYECKON TEXHHKHU, B TOM YHCIIC
AQHAJIM30M aBAPUNHBIX ITYCKOB PAKET.

A mnocne ciydaitHoi Bctpeuu ¢ M. B. Kengpiiem Ha 0JHOM U3 COBELIaHUM, TOCBALLICHHOM
npoOsemMe JIYHHON TOHKH, Muxaui SIKOBJIEBUY MOJYyYHII BCKOPE €r0 MpUTJIAleHUuEe TEPEHTH
u3 cucremsl 'KOT B Akanemuto Hayk CCCP, B Bo3rnasnsiemblid uM MHCTUTYT npukiagHon
MaTe€MaTHKH, KOTOPOE OH NPHHUI C BOOAyHIEBIEHHMEM. Bcs ero mocnenyromas XU3Hb Ha
NpOTSDKEHUH OoJiee MoJyBeKa CBsi3aHa ¢ AKaJeMHel Hayk, I/ieé OH MPOMIEN KOJIOCCAIbHYIO
IIKOJIy OT HAy4YHOI'O COTPYJIHHKA 1O PYKOBOAMTENS HAy4YHOTO MoApasaeiieHus. Tak niam
MHaue, KOCMOC OIpPEENINI BBIOOP €ro *KM3HEHHOro myTH. [lyTh 3TOT OKa3ajcsi JOCTaTOYHO
CJIOHBIM, ObUIO HECKOJIBKO KPYTHIX MOBOPOTOB, ObLIM, HECOMHEHHO, MOMEHTHI BE3€HUS, HO
32 BCEM OTHM CTOSUIM YIOPHBIM TpyZA, HENpepbiBHas yu€ba, HE TMOKUIABINAS €ro
T10003HATENBEHOCTD, CTPEMJICHHE K TIO3HAHUIO HOBOTO.

2. KOCMMYECKHE ITPOTPAMMBI U ITPOEKTBI

Oco0eHHO CephE3HOM IIKOJOW, HEU3MEPUMO PACHIMPHUBIICH HAYYHO-TEXHUYCCKUN
Kpyro3op M JaBiieil OECHEHHBIH OMBIT PadOTHl C KPYMHBIMU KOJUIEKTUBAMU W TPOEKTaMHU,
cTajma ero pabora B TeueHHe OKojio 15 mer YuéHbiM cekperapéM MeXBeIOMCTBEHHOTO
Hay4YHO-TEXHUYECKOro coBeTa mo kocmuueckuM uccienoanusm (MHTC nmo KW) mpu AH
CCCP, xotopsiii Bo3riasisiii M.B. Kengpim.

Bce atu rogst Muxaun SIkoBneBud padoTan B TECHOM OOILICHUU ¢ HUM (pUC. 3), U 3TO ObLI
caMblid HamNpsOKEHHBIM M, BMECTE€ C TEM, HACBHIIIEHHBIA MEPHOJl €ro Xu3HU. Muxaui
SIKOBIEBUY CaMbIM HEMOCPEACTBEHHBIM 0O0pa30oM Yy4acTBOBAJI B pa3pabOTKe MpOrpaMm
Hay4YHBIX M TPUKIAAHBIX KOCMHUYECKUX HCCIEeIOBaHUM, OOCYXIECHUU MPAKTHUYECKH BCEX

KOCMHMUYECKUX MPOEKTOB, MHOTO BPEMEHU
MIPOBOJIMJI HA MPEANPUITHIX U PAKETHBIX
MoJIMTroHax. EMy J0Besoch IMYHO XOpOIIO
y3HaTb BCEX TIJABHBIX KOHCTPYKTOpPOB
OTpaciu, PYKOBOAUTENEH U  BEAYIIUX
corpyaarkoB HUM u Kb, B Tom uucie
Bcex wieHoB JereHaapHoro Coseta
['11aBHBIX KOHCTPYKTOPOB, BO3IJIABISIEMOTO
C.II. KoponeBsim u camoro Cepres
[TaBnoBrua. DTO HEU3MEPUMO OOOTATHIIO
YKU3Hb.

Cpenu MHOTHX HUCTOPUYECKHUX
JUYHOCTEl OCOOEHHO TECHbIE KOHTAKThI
ycTaHOBWINCH Y Muxaun Skosnesuu ¢ I'.H.

Puc. 3. M.B. Kengemm (cipasa) u M.S1. Mapos,
1971 .
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BbabakunbiM — ['1aBHBIM KOHCTpyKTOpoM Hayuno-mpousBoacteeHHoro ooseaunenus: (HI1O)
uM. C.A. JlaBoukuHa, T/i€ CO3AaBAIMCh KOCMUYECKHUE anmapathl Ajisi ucciaeqoBanuil JIyHel u
IUTAHET, €ro 3aMEeCTUTENsAMH, a 3aTeM M npeemHukamu. M.B. Kenapim nopyumn Muxann
SIkoBJE€BMY JIMYHO AaKTHBHO Y4YacTBOBaTh B BBIPAOOTKE MpOrpamMM HCCIEJOBAHUNA H
MOJrOTOBKE TEXHUYECKMX BOIPOCOB, OOECIEUNBAIOIINX PEIIEHUE NMPUHIMIINAIBLHO BaXKHBIX
Hay4yHBIX 3aJa4, COMNpSOKEHUWE HAyYHOW ammaparypbl CO CIHY>KEOHBIMU CHUCTEMaMH
KOCMHYECKHX aNmaparoB [yl ucciaenosanuii JIynel, Benepsl, Mapca, 1 OH B Te4eHHE MHOTUX
JIET TI0 CYIIECTBY BBITIONH:T (DYHKIIMH, KOTOphIEe Ha 3amane Ha3biBalOT Project Scientist (PS).
Muxaun SIKoBIE€BUY MPOBOIMI TaKKE COOCTBEHHBIE HKCIIEPUMEHTAIbHBIC UCCIIEIOBAHUS Ha
stux KA B kavectBe Principal Investigator (PI), wemy M.B. Kengeim Bcesiuecku
criocoOcTBOBa, co3naB B otaene B UIIM cnenmanbayto nadoparoputo. KyabMHUHAIMOHHBIM
B OTOU €T0 JIEeATEeILHOCTH ObLT TIepro ¢ cepenuubl 1960-x no Havana 1980-x rr. ImenHo Ha
3TOT MEPUOJ MPUXOAATCS BBINAIOLIMECS NMMOHEPCKUE AOCTHXKEHUS B HccienoBaHusAX JIyHBI,
Benepsl, Mapca (puc. 4 -7).

Puc.6. IMB — «MapcHUK». Puc.7. IMB — «Benepa-1».

C 4yBcTBOM 0c000i ropmoctd Muxann SIKOBJIEBHY BCIIOMHUHAET 00 YCIENIHOMN
MHOTOJIETHEH TIporpamme uccieaoBaHuii Benepsl, HaunHas ¢ monera «Benepbi-4» (puc. 8 -
10). OcymiecTBICHUIO ATOW MPOTPAMMBI OH OTJIa]l MHOTO BPEMEHH W CHJI, HO OTH YCHIIHS
ObUIM C JIMXBOM BO3HArpa)JI€HO TEXHUYECKUMHU M HAayYHBIMH PpE3yJIbTaTaMH MHUPOBOTO
ypoBHs. Cpear HUX TEPBBIC MPSIMbIC U3MEPEHUS IMapaMeTpoB aTMOChEphl 3TOH 3araJlouHON
IMJIAHCTBI, IICPBBIC TOCAAKH alllIapaTOB HA IMMOBCPXHOCTH BeHepBI N UX BBIKHMBAHUC B CYPOBBIX
YCIIOBHSIX OKPY)KAIOIICH cpeapl (HE TMOBTOPEHHBIE OONbIIE HUKEM B MHUpPE), U3MEPCHHS
OCBeIJ_IéHHOCTI/I " riepcaava cHavdaia I-IepHO-GE':J'H:IX, a 3aTCM IIBCTHLIX IMMaHOpaM ITOBCPXHOCTH,
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OTIpeNIeICHUEe COCTaBa IOBEPXHOCTHBIX MOPOJ, MCCIEIOBAaHUS aTMOC(HEpPHON JMHAMUKH,
CTPYKTYpbl M CBOMCTB BEHEpHAHCKHMX OOIakoB. Poccuiickumu y4€HbIMU OBLIM, H3Yy4EHBI
0COOEHHOCTH OKOJIOTUIAHETHOT'O KOCMHYECKOTO MPOCTPAHCTBA HAa TMEPBBIX MCKYCCTBEHHBIX
cnyTHUKax BeHnepsl. Bce aTi ycnexu ObUIM JOCTUTHYTBI ABYMS ITOKOJEHUSIMH KOCMHUYECKHX
anmapartos, co3gansbix ['. H. babakunbiv, mpuyém BTOpoe MoKoJjieHHe, 001aJaBIiee BEICOKOH
CTEIECHBIO HAJEKHOCTH, CTAJIO TAK)KE TEXHHUYECKOM OCHOBOW ITPOrPaMMBI MOJIETA annapaTroB
«Bera» x xomere ["anies u cozganust aCTpOPU3NUECKOrO CIIYTHUKA « ACTPOH».

Puc.8. Bxon cryck B atmocdepe Puc. 9. KA «Benepa-4» -
(«Benepa-4» - «Benepa-6») «Benepa-6»

Puc. 10. Crryckaemsrit anmapar, «Benepa-7, -8»

K coxanenuto, He Bce IUIaHbl uccieqoBaHMM BeHepsl ypanoch ocyuiecTBuTbh. s
Muxaunna SkoBieBHYa 0COOEHHO OOJie3HEHHBIM ObuTO pemeHue B 1981 1. 00 oTmeHe
3aIJIaHUPOBAHHOIO 3allycKa a’3poCTaTHOTO 30HJA (OanmoHa) A JETaNbHOTO H3Yy4YCHHS
YHHUKaQJIbHBIX 00JIakoB IU1aHeThl. CaenaHo 3TO OBLIO BOJIEBBIM DELIEHHEM, XOTS OSTOT
COBETCKO-(D)PaHIly3CKUH IMPOEKT, HAYYHBIMH PYKOBOIHMTEISIMH KOTOPOTO C POCCUHCKON U
(bpaHITy3CKOl CTOPOHBI ObUTH, COOTBETCTBEHHO, M.Sl. MapoB u Xak brnamon, Haxoauics Ha
3aBepIUAIOIIeH CTaAUN M3TOTOBJICHUS. DTOMY IPOEKTY OBLJIO OTIAHO OKOJIO TPEX JIET KU3HHU,
MOTPAYEHHBIMU IO CYHIECTBY BIYCTYIO.

Menee ycmemHoil Obula poccHiickas —MapcHaHCKas IMporpaMMa, —BKJIIOYaBLIAS
HCKYCCTBEHHBIE CITyTHUKM Mapca U mocajgoudHble ammnapaTsel. TeM He MEHee, BbIIAIOIUMHUCS
JOCTH>KEHUSIMU CTaJIM TepBas Msrkas nocagka Ha Mapc KA «Mapc-3» u nepBble npsiMble
u3MepeHus mapametpoB armocdepbl Ha KA «Mapc-6». Ha »toli ocHOBe Muxamiom
SIkoBlIeBMYEM C COTpyIHMKaMH Obula CO3/laHa TepBas Mojaeidb arMmocdepsl Mapca oT
MOBEPXHOCTHU 110 ~ 70 KM.

W, KoHEeYHO, OUCTUHE AMOXAIBHBIMHU CTAJIM YHUKAJIbHBIE MOJETHI JTYHHBIX KOCMUYECKHX
armapaTtoB (puc. 11, 12), oOecreynBmINX aBTOMAaTUYECKHH 3a00p W BO3BpaT Ha 3E€MITIO
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JYHHOTO TPYHTa M JUIMTEIbHYIO paboTy Ha MOBEepXHOCTH JIyHBI CaMOXOJHBIX amIaparos.
YcenenHoe OCYIIECTBICHUE A3TUX MPOEKTOB B camMoM Haudaine 1970-X TIT. MO3BOJWIIO B
OTIpeNIeIEHHON CTETeHH OCIaOUTh HETaTHBHBIC MOCIEICTBHS IMPOUTPAHHON HaMU JTyHHOU
FOHKM 3a BBICAJIKy TIepBOro desnoBeka Ha JlyHy. Muxawmn SKOBIEBMY HEOJHOKPATHO
BCIIOMUHAET O0YpEeBAaBILUE €ro CJIOXKHbBIC UYBCTBA, KOTJa OH HAONIOJAN BBIXOJ Ha JYHHYIO
noBepxHocTh Helna ApMcTpoHra - codeTaHue TOPJOCTH 3a TPUYyM{Q UETOBEYECKOTO TCHHS
BMECTE C YYBCTBOM JI0CaJbl U FOPEYM, UYTO 3TO CAENAIM HE poccusiHe. Becero nuip BoceMb
JIeT Ha3aJ, KOrja BCEX 3aXJIECTHYJIO JukoBaHue oT nosi€éra FOpusa [Marapuna, 310 Ka3aiock
BriosiHe peasibHbIM. C.I1. KoponéB rotoBmn aaxke mpoekT mujioTUpyeMoro mnojiéra Ha Mapc,
BCEMY A3TOMY IMOMeEIaja €ro MNpexieBpeMeHHas KOHYMHA. M, TeM He MeHee, COBETCKHE
JYHHbIE aBTOMAThl MO3BOJIMJIM, YTO HA3bIBACTCS, COXPAHUTH JIMLO U MOJYUYUThb PE3YJIbTATHI,
KOTOPBIMU CETOAHSI MO mpaBy ropautcs ctpaHa. Oum 3akpenwin 3a CCCP npusHaHue ero
BEJlyILlle¥ KOCMUYECKOM IepKaBOi.

Puc.13. Cyck neHeTpaTopoB Ha MOBEPXHOCTH Mapca 1 METEOKOMITIEKC «MEeKOoM» HaBepXy
neHerparopa (mpoext MAPC-96)

CI/ITyaI_II/ISI pa,[[I/IKaHBHO HU3MCHUJIACh, a HpI/I3HaHI/Ie CHUJIBHO HOI_HaTHy.]IOCB B HOCJICI[YIOH_II/IC
necsatuneTus. YcrnenrHoe 3aBeprieHue muccuii BEI'A Obuto mpemonpeeneHo HaagXHOCThIO
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KA «Benepa» BToporo mokosneHus. HoBwie pa3paOOTKM OKa3aduCh 3HAYMUTEIHLHO MEHEE
COBEpIICHHBIMH, PE3YyJIbTATOM YEro CTAaJ0 BBHIMNOJIHEHHE JIMIIb MaJoil 4acTH MPOrpaMMBbI
noJIETOB ABYX anmapatoB k Dobocy, a Beiea 3a TeM U Tpareaus ¢ 3amyckoM KA «Mapc-96»
(puc. 13). B COBOKYNMHOCTH C pa3pyIIMTEIbHBIMA TOCICACTBUSIMU TIEPECTPOHKH ITO
O0TOPOCHIIO POCCHICKYIO JIYHHO-IUITAHETHYIO MpOrpaMMy Ha jecsatuierus Hazan. KoneuHo,
OTPOMHOE HETaTUBHOE BIIMSHHE OKa3ajo OTCYTCTBUE JHJAepa Takoro macmraba, kak M.B.
Kenapin, HUKTO U3 MOCIENYIOMUX PYKOBOAUTENEH KOCMUUECKON MPOrpaMMbl HE MOT C HUM
CPaBHHUTHCS, HE 00Jajail TaKUM KOJIOCCAJbHBIM aBTOPUTETOM Y PYKOBOJACTBAa CTpaHbl. B
koHue 1970-x rr., nocne konunasl M. B. Kennpima, Muxann SIkoBrieBud J0OpOBOIBHO YIIEN
n3 MHTC no KU u nienukom nepexiIrounics Ha HayqHYy paboTy, COBMEIIasi TEOPETUUECKUE
Y DKCIEPUMEHTAJIbHBIE UCCIIEI0BAHUS.

B npoekte «BEI'A» Muxaun SkoBieBMY 3aHMMAJCA pacuy€TamMu HErpaBUTALMOHHBIX
BO3MYILEHUN B JBWXEHUM KOMETHl [ames BciIeACTBHE CyOIuMManMM raza M IbUIM C
MOBEPXHOCTH JIESHOTO SApa, C IEJIbI0 MOBBIIICHNUS TOYHOCTH OIpeNeiIeHHs] TPAeKTOpUU Ha
MOMEHT BCTpEYM € KOMETOM Kocmuueckoro ammapara. B mpoekte «POBOC-88» oH
3aHHUMAJICSI MOJEIMPOBAHUEM TUCTAHIIMOHHOTO OIPEIEICHNUS COCTaBa MOBEPXHOCTHBIX MOPOT
®oboca ¢ momompio paspaborannoro B MKW PAH OGoptoBoro mpubopa «JIuma-/1»,
CHA0XEHHOTO JTa3epHON MYIIKON U MacC-aHAIU3aTOPOM HKEKTUPYEMbIX HOHOB.

B mpoekte MAPC-96 oH ObUI HaydyHbIM pPYKOBOAMTEIEM METCOKOMILIEKCA,
YCTaHOBJIEHHOIO Ha IIEHETPATOpax, OTICNABIIMXCS OT OpOWUTANbHOIrO amnmapara u
NpeHa3HAYaBIIerocss Ul JUIMTENbHBIX H3MEpeHH mnapaMeTpoB arMocdepsl Mapca u
BapHalMii coiepKaHus B aTMoc(epe MbLIH.

Heynaua ¢ 3amyckom «Mapca-96» oka3zania KaracTpoQpUuecKoe BIUSHHE HAa POCCUHCKYIO
miaHeTHy0 mnporpammy. K cuacteio, B koHIe 1990-x romoB HeOosbmias KoOMaH[a
DHTY3MAaCTOB BMecTe ¢ MuxaniaoM SkoBieBHMYEM HpPENNPHUHSIIA FEPOMYECKHE YCWINS K €€
BO3POXKACHUIO. BbIIM yYTeHbI MHOTHE W3MEHEHHUS B CTPAaHE U, B YaCTHOCTH, B KOCMHUYECKOMN
OTpacJiy, IPOJUKTOBAHHBIE HOBBIMU SIKOHOMUYECKUMHU OTHOIIEHUSMHU B PIHOYHBIX YCIOBUAX
U HOBble TexHoJoTUW. [locTemeHHO K ATOM KOMaHJIe MNPHUCOSAMHUIIUCH TPaJAULMOHHbBIE
IpynIsl  KBAIM(UIUPOBAHHBIX CHEIMAIMCTOB. WX COBMECTHBIE YCHIUS TO3BOJIMIH
pa3zpaboTaTh NPENJIOKEHUS MO CO3/IaHHI0 YHUBEPCAIBHOTO IUJIAHETHOTO KOCMHYECKOTO
anmapata. B kadecTBe mnepBoil muccuum ObUT mpemnioxkeH NpoekT «Doboc-I'pyHT» s
BBIMIOJTHEHHs] aMOMIIMO3HOM 3aJaud IO BO3BpAlllEHUIO Ha 3emiiio 00pasloB MOPOJ CO
cnytHuka Mapca ®@o6oc. CHoBa Muxanin SIKOBIEBHY OTAajd MHOT'O BPEMEHH U CHJI 3TOMY
MIPOEKTY, KOTOPBIA ObLI, HAKOHEI, BKI0UeH B dDenepanbHy0 KOCMHUECKYIO TTporpammy. Tem
cuiibHee OblH nepexuBanus B 2011 r. B CBA3M € €ro HEeyJauHbIM 3aITyCKOM.

HachimeHHblid KpyHBIMA COOBITUSAMH TTOYTH 20-JETHUIN MEpUO aKTUBHOW KOCMHYECKOM
nesATenbHOCTH Mmuxamna SkoBieBH4a OTpak€H B ero kHUre «CoBeTckHue poOOTHI B
Conneunoit cucteme. TexHOIOTHH U OTKpHITHs» (puc. 14, 15), HanmMcaHHON COBMECTHO C
amepukaHckuM kosuterod Yaciu Teomopom Xantpeccom u usganHod B 2011 r. Ha
AHTJIMACKOM SI3BIKE HW3/aTelbCcTBOM Springer-Praxis, a 2013 r. BeImymieHHON Ha PyCCKOM
A3bIKE  pelakuue  (PU3MKO-MaTeMaTH4yecKol mnurepaTypbl u3garenbcTBa  «Hayka»
(M.4A. Mapos, Y.T. Xantpecc, CoBerckue po6oTel B CojHEYHOM cucTeme. TeXHOJoTHH u
otkpeitusi/[Iep.: W.T. Huntress, M.Ya. Marov, Soviet robots in the solar systems. Mission
technologies and discoveries. M.: ®usmarnur, 2013. 612 c.).
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B 5T0il KHUTE COBEpHICHHO OOBEKTHMBHO OTPAXXEHBI YCHEXW M HEyAadd COBETCKOM
IIPOrPaMMBbI JIyHHO-TUIAHETHBIX MCCIIEIOBAHNN Ha aBTOMatndeckux KA, nmpoaHanm3npoBaHbl
uX npuuuHbl. Ha 000Ky KHUTH, 10 NPEUIOKEHUIO YACIu XaHTpecca, BHIHECEHBI CIIOBA:
«IIepsbie Ha JlyHe, nepssle Ha Benepe, nepssie Ha Mapcey, 4TO OTAAET JOJDKHOE HalIEMy
BBIJAIOIIEMYCS BKJIQAy B MHpPOBYIO Hayky. KHure Obuta mpHCYKIEHAa MpeMus
MexyHapoIHOM akaJeMuu acTPOHABTUKU 3a JIYYIIYI0 KHUTY B 00JacTu (pyHIaMEHTAIbHBIX
Hayk. OHa C UMHTEpecOM BCTpPEUYEHAa POCCUHCKMMM YWTATENSIMHM, B IIEPBYIO OYEpPE.b,
MOJIOJEXKBI0, c1a00 3HAKOMOH ¢ 3aMeuaTelIbHbIM BKJIAJIOM OT€YECTBEHHON HAayKHW M TEXHUKU
B MUPOBYIO KOCMOHABTHUKY.

" SOVIET ROBOTS | =
COBETCKWE PODBOTbI INTHE
B CONTHEYHOI CUCTEME

snmn E?ETEM | ENTTHHATIONAL ACADMUAY O8F ASTHONALUTICE
M v 1 -4 PRI SCTENCTS DOk AW ARD

T W

Meeley . ustrese, Je.0 WLioait V. Morow

el Wbl it [P Solar Syl
Ml [ P58 5 ¥ R ——
Puc. 14. Uznanue Ha Puc. 15. Kuura “Soviet robots in the solar systems. Mission technologies
PYCCKOM SI3BIKE and discoveries”, u3nanHas B 2011 r. Ha aHTTTUICKOM SI3BIKE U3aTEIHCTBOM

Springer-Praxis, u lunnom MexayHaponHoi akaieMur acTpOHABTUKH 32
Jy4IIyI0 KHUTY B 001aCTH ()yHIaMEHTAIbHBIX HAaYyK.

Hecmotpst Ha 3aBecy CEKpPETHOCTH, B YCIOBHSIX KoTopod ocymiectBisuiack B CCCP
KOCMMYecKasi IporpaMMa, MHOroe Ha 3amazie OblI0 M3BECTHO, B TOM YHCIE, U 00 y4yacTHH
Muxawna fIkoBieBruya B 3TOH mporpamme. bbuio, B 4aCTHOCTH, U3BECTHO O €ro MO3UIUU Y
M.B. Kengplma - pyKkoBOAWTENsSI COBETCKOM KOCMHUYECKOW mporpammsel. I[lommmo 3toro,
M.B. Kennpimn nopyyan Muxauny SIKOBJIEBHUY ydacTHE B Pa3IMUHBIX MEKIYHApPOIHBIX
MEPONPHSTHSIX, BEICHHE MeperoBopoB. MHeiMu crmoBamu, Muxawn SkoBieBud ObLI, YTO
Ha3bIBaeTcs, Ha BUAYy. Hecnmyvaiino mosromy B 1971 r., mocie ycnemHon MArko mocajaku Ha
Mapc KA «Mapc-3», emy Oblna npucyxaeHa MexayHapoaHas ['anabepoBckas mpemust 1Mo
aCTPOHABTHUKE, KOTOpPYIO NpHU €€ BpydeHUMM Muxaun SIkoBieBMY Ha3BaJl IPU3HAHUEM, B
MEepBYIO ouepenib, 3acayr ero koyuter u3 HITO um. C.A. JlaBoukrHa. CBUIETEIBCTBOM OLIEHKH
€ro yJacTus B Pa3lUYHBIX KOCMHUYECKHX TPOEKTaX y 3apyOeKHBIX YUEHBIX CTal KOJUIAXK
bpaynoBckoro ynuBepcutera (CIIIA), Bpyd€HHBIN emy B CcBsi3u ¢ 20-IIeTHEM CHMIIO3MyMa
«Bepnanckuit —bpayn» (puc. 16).

[IpusTHON HEOKHIAHHOCTBHIO CTANIO TaKke mpucyxaeHue Muxaun SAxkosneBud B 2012 1.
Hunnoma HACA B cBsa3u ¢ 50-nmetuem wuccienoBanuii CoOJHEYHOH CHCTEMBI «B 3HAK
MPU3HAHUS JUAUPYIONIEH poiau B ucciaeqoBaHusix (COJHEYHOM CHUCTEMbl M OTKPBITHH,
n3MeHuBmUX mMup» (puc. 17), a B 2013 r. - [Ipemun DnuHa Cudda «B 3HAK MPU3HAHUS
BBIJIAIONIETOCS M YHUKAJIbHOTO BKJaJa B IUIAHETHBIE HCCIEJOBAHUS, BKIIOYAs IEPBbIE
npsiMble u3MepeHus B atMmocdepax Beneprl u Mapcay (puc. 18).
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19 57-2004
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Puc. 16. Komraxx bpayrosckoro yansepcuteta (CIIA), BpydeHHBINH aBTOPY B CBSA3U C 20-TeTHEM

cumnosuyma «BepHanckuii - bpayn».
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Puc. 17. Tunnom HACA B cBs3u ¢ 50-netuem Puc. 18. IIpemust DnBuHa Cudda 3a

nccireqoBanni CoTHEYHONH CHCTEMBI «B 3HAK
MIPU3HAHUS JTUAUPYIONIEH POJIH B HCCIICTOBAHMSIX
ConHe4HON CUCTEMBI U OTKPBITUH, U3MEHUBILIUX
MHUDP».

IJIAHCTHBIC UCCIICIOBAHN .

Kunra «Soviet robots in the solar systems. Mission technologies and discoveriesy,
n3nanHas B 2011 r. Ha aHTIIMHACKOM SI3bIKE M3AaTelbcTBOM Springer-Praxis Oblia yjpocTtoeHa
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Junnoma MexayHapoJHOH akaJeMUH AacTpPOHABTUKHM 3a JIYYlIyl0 KHUTY B 00JacTu
dbyamameHTanbHBIX HayK. B 2013 1. oHa Oblia BBIMTYIIEHA Ha PYCCKOM si3bike M3maTenbcTBOM
(U3UKO-MaTEeMAaTHUECKOM TUTEPaTypHI.

3. HAYYHBIE UCCJIEJOBAHMUAA

Hapsany ¢ pa6otoit B MHTC nmo KU, Muxaun SxosneBuu Bosrnasisut B UIIM otnen
NPUKIATHOM MEXaHHWKH, KOCMHMYECKHX HCCIIECIOBaHUM W  a’pOHOMHH, 3aHUMASCh
TEOPETUYECKHUMHU U SKCIIEPUMEHTAIbHBIMU paboTaMu. Takoe coBMelieHne ObUIO HEMPOCTHIM
u TpeboBajgo KoJIOCCANhbHOW OTAauM cwi. McTuciaB BceBosomoBuy Hampamisul HaydHYHO
JeSITeIbHOCTh 3TOTO MOJAPA3JEJICHHUs, TIOMOTrall B PELICHUH pAa TEOPETHUECKUX IMpodiieMm,
KoTopble Muxawmn SIKOBIEBUY ¢ HUM OOCYXKIal, U 3TH YPOKH ObLIu OecrieHHbIMU. B 1962 T.
Muxaun SkoBiI€BHY MOCTYNUJI B acIUpaHTypy, B 1964 T. 3aluTHil KaHIUAATCKYIO, a B
1970 r. - TOKTOPCKYIO AMCCEPTALMIO TIO pa3zienly PU3NKO-MaTEeMaTHIECKUX HAYK.

B 1977 r. emy npucBounu 3BaHue mnpodeccopa, B 1990 r. oH Obul n30paH YICHOM-
koppecnioniecHToMm AH CCCP no OtneneHni0o MEXaHUKU W TMPOLECCOB YINpaBJICHUA, a B
2008 r. - akagemukoMm PAH mo cnenuanbHOCTH TIaHETHBIE ucciaeAoBaHus CeKIUH HayK O
3emsie. B 9ToM mM30paHMM HaANUIO OTpakeHHWE Npu3HaHue uieHaMu CeKIuM Ba)KHOCTH
U3ydeHus 3eMJM Kak OJHOM M3 miaHeT COJHEYHOH CHCTEMbl Ha OCHOBE CPAaBHUTEIBHO-
IUTAHETOJIOTMYECKOTO TOJAX0Ja U TOTO BKJIaAa, KOTOopbhlii Muxawmny SKoBieBHYy yIanoch
BHECTH B 3TOT pa3/ie]l COBPEMEHHON HAYKH.

Hayunble uccienoBaHusi, B KOTOPBIX JMYHO M C KOJUIETaMH/ydye€HHUKaMU €My YAalloCh
MOJIyYUTh ONPEAEIEHHBIE PE3YIIbTAThl, MOXKHO PAa3[e/IUTh Ha CAEAYIOLIUE pPa3ieibl:

1. dusnueckas MexaHHMKa, MaTeMaTHYeCKO€ MOJEIUPOBAHUE KOCMHUYECKUX H
NpUPOJHBIX cpea, adpoHomus (CoaBropsl: npod., A.¢.-M.H. A.B. Konecunuenko, ui.-
kopp. PAH JI.B. bucukano, a.¢.-m.H. B.W. IllemaroBuy, x.¢p.-Mm.H. A.M. Andepos,
K.(b.-m.H. O.I1. Kpacuukmii).

2. IlnaneTHBIC HWCCICIOBAHHMS HAa KOCMHYECKHX armapaTax, pa3paboTka Mojeiei Ha
ocHOoBe naHHbIX u3MepeHuil (Coastopel: akan. PAH B.C. Asnyesckuii, n.1.H. M.K.
PoxnectBenckuii, a.¢.-m.H. B.U. [Tonexaes, n.¢.-m.H., B.B. Kepxxanosuu, k.1.H. @.C.
3asenesuu, H.®. boponun, k.1.H. FO.I1. Kapneiickuii, k.¢.-m.H. b.E. MomkuH, k.}.-
M.H. A.Il. OxonomoB, k.T.H. 3.I1. Uepemyxuna, K.K. Manyitnos, k.1.H. B.I1. Ocumos).

3. IlnaHeTHass KOCMOTOHHUS M KOCMOXMMHMS -IIPOUCXOXAECHHUE U 3Botonuu CoJIHEYHOU
CUCTeMbl W IUIaHeTHbIX cucreM y Japyrux 3BE3n  (CoaBropel:  mpod.
A.B. Konecanuenko, n.x.H. B.A. [opodeeBa, k.T.H. A.B. Pycon, n.¢d.-m.H.
C.M. Unaros, k.¢.-m.H. A.b. Makankus, k.¢.-M.H. .M. 3urnuna).

31ech HET BO3MOXKHOCTH TOAPOOHO M3IIOXKUTH Ja)xke Haubosee 3HauYUMble Pe3yJbTaThl,
nojy4eHHble Muxaminom SIkoBieBUYEM B KaXIOM M3 3TUX Pa3/ieioB WK UX COBOKYITHOCTH, K
TOMY K€ NMPUBEAEHHOE JeJIEHHE B U3BECTHOM CMBbICIE YCIOBHO. [IoaTOMY MBI orpanuuumcs
TOJIbKO OYEHb KPAaTKUMH CBEJICHHSIMH, a 0oJiee MOoAPOOHO ¢ COJIEPKAaHUEM €ro UCCIIeT0BaHUN
MOKHO O3HAaKOMHMTHCS B MHOTOYHCIEHHBIX MOHOrpadusx, HAMHMCAHHBIX UM JIMYHO WU
BMECTE C KOJUIETaMH.
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3.1 dusuyeckasi MeXaHHKAa, MaTeMaTH4YeCKOe MOJEJMPOBAHHE KOCMHMYECKHUX W
NPHPOIHBIX cpejl, AAPOHOMHUS

Crenuduka KOCMHUYECKON Cpefpl U MPOOJIEMBI, ¢ KOTOPHIMH MPUILIOCH CTOJIKHYTHCS,
NPEAONPENEIIUIN  pa3ielbl MEXaHHKH, Ha KOTOPBIX COCPENOTOYMIMCH HCCIEI0BAHMS
Muxauna SkoBireBMua Ha MNPOTSHKEHUH TMOYTH MOJYyBEKAa. OJTO MHOTOKOMITIOHEHTHAas
paavialiMoHHas TUIAPOAMHAMHKA, TYpOYJIEHTHOCTh HEOJHOPOAHBIX pearupyoiux cpe,
TUHAMHUKA Pa3peKeHHOTO Ta3a, (PU3MKO-XUMUYECKash KHHETHKA. DTH pa3lielbl COCTaBHIIN
Hay4yHbId Oazuc pabOT B HOBOM HAINpPaBIEHUU KOCMUYECKUX HCCIEAOBAHUN - adPOHOMMH,
KOTOpor Muxaun fIKOBJIEBMY Haudajl 3aHMMAThCS €LIE B ACHUPAHTYPE IOJ PYKOBOJICTBOM
npodeccopa B.M. KpacoBckoro. Emy Muxaun SkoBaeBHY BO MHOTOM 00s3aH
npuoOpeTEHHBIMUM  HOBBIMH  3HAaHUSAMH 10 (QU3MKE BepxHeW aTmocdeprl. B 3THX
UCCJIEIOBAaHUSIX OBbUIM HCIIOJIb30BAHBI AKCIIEPUMEHTAJbHbIE JaHHBIE 00 3BOJIOLUU OPOUT
HCKYCCTBEHHBIX CITyTHUKOB 3€MIIH, TOPMOKECHHE KOTOPBIX B BEpXHEH aTMochepe 3aBUCUT OT
e€ cocTosHUS -TemmepaTypbl M IUIOTHOCTU. [lyTéM pemieHus oOpaTHBIX 3adad MOXKHO
ONpENIENATh 3HAYCHUS 3TUX NApaMETPOB CPEJIbl U UX BapUaLUM B 3aBUCHMOCTH OT COCTOSIHHS
COJIHEYHOM M TE€OMarHUTHOM AakTUBHOCTU. OIHOBPEMEHHO, BMECTE€ CO CBOUM IIE€PBBIM
yueHnkoM u koiuieroi A.B. KonecHuuenko, Mwuxaun SkoBineBUY Hayajd 3aHUMAThCS
pa3paboOTKON TEOPEeTUUYECKHX OCHOB a’pOHOMHUU. OTO HOBOE HAy4yHOE HarpaBJieHHE,
npejacTaBisitoniee coOOM HcCaeAOBaHUS JUHAMUKH PA3pPEeKEHHOTO rasa, MOJBEPHKEHHOTO
PSIMOMY BO3JEHCTBUIO COJIHEYHOT'O AJIEKTPOMATHUTHOIO U KOPIYCKYJISIPHOTO U3JYYEHUU U
COMPOBOXKAAEMOT0 peakiusMu (GoTosin3a (Iuccolnuanvell, HoOHU3aIue, Bo30yXIeHueM) u
MHOTOUYHCJICHHBIMU MPSAMBIMU M OOpPaTHBIMU MEpPEXOAaMH - XMMHUYECKUMHU pEeaKUUsIMHU,
BMECTE C TpoIleccaMH TeruiomMacconepenoca u auddysun. Ha ocHOBe KoMmIuiekca 3THUX
WCCJICOBaHMM OBUIM  CO3MaHBl MOJENM BepxHedl armocdepbl 3emiid, KOTOpHIE
UCTIOJIb30BAINCh ISl TIPOTHO3a BPEMEHM JKHU3HH CITyTHHKOB U OpPOHMTAIBHBIX CTAHIHN, a
TaKKe MpHU pa3padoTKe MEXTYHAPOIHBIX CTAHIAPTHBIX Mojenel BepxHer arMocheps CIRA
(COSPAR (Committee on Space Research International Reference Model). beun Takxe
CO3J1aHbl MOJIEJI, HA OCHOBE KOTOPBIX U3Y4AJIMCh MIPUYMHBI YMEHBIIECHUS COJAEPKAHMS 030HA
B 030HOBOM CJI0€ 3€MJIU C YUETOM BIIUSHUS PA3JIMYHBIX MaJIbIX KOMIIOHEHTOB, B TOM YHCIIE, B
pamkax eBporeiickoro mpoekta GOMOS (Global Ozone Monitoring by Occultation of Stars),
U JIeJIANIUCh MTPOTHO3bI €TI0 IBOJIIOIUH.

Jpyrum HampaBii€eHHEM a’pPOHOMUYECKUX UCCIEJOBAHUM CTAIO0 U3YYEHUE HEPABHOBECHBIX
KMHETUYECKUX TPOIIECCOB B Pa3peKEHHOM Ta3e BepXHUX aTMocdep 3emin u APYyrux IUIaHeT.
Ot wuccnenoBaHus ObUIM HayaThl BMECT€ C JPYTMM €ro TaJaHTIUBBIM YYECHHUKOM
B.N. lllemaToBHYeM, KOTOPBIM B JAJIIBHEHIIEM YCIIELIHO MCIOJIB30BAJI PA3BUTHIE METOBI IS
pelieHus mpodJieM acTpOXMMHUU. B OCHOBY OBUIM TOJIOKEHBI METOJIBI CTOXaCTHYECKOTO
MOJIEJIMPOBAHUS TPU PEUICHUH YpaBHEHUU OOJBIIMAHOBCKOIO THMA C MpPaBbIMU YacCTSAMHU,
COAEPKAIMMHU UHTETpaIbl peakurii. MeTo1 MO3BOJSAET C XOPOILIEH TOYHOCTBIO YU4ECTh BKJIA]
paAMallMOHHBIX M XHWMHUYECKUX MCTOYHUKOB HarpeBa M 3()QPEKTUBHOCTb TUCCUNAINH
aTMoc(epHBIX aTOMOB B KOCMHYECKOE TPOCTpaHCcTBO. OCHOBO CITY:KUT OCTPOSHUE (PU3UKO-
BEPOSITHOCTHOTO aHAJIOra KHHETHYECKOTO SBJICHHUS B BHJAE CIy4allHOrO Ipolecca |
YHUCIIGHHAS pealn3alis YpPaBHEHHS OHBOJIOIHMH COCTOSHHS Tra3a B MapKOBCKOH Qopme ¢
UCIIOJIb30BaHNEM aIrOpUTMOB MoHTe-Kapino. MeToapl CTaTUCTUYECKOTO MOAEIUPOBAHNUS, B
pa3paboTke KOTOpBIX MpuHUMaN Takxke ydactue J{.B. bucukano, Obutn ycrenHo npuMeHeHb
IPU HW3YyYEHUU CTENEHHM HEPAaBHOBECHOCTU COCTOSIHUS psAla KOMIIOHEHTOB BEpXHEHN
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atMocdepsl 3eman ¢ yuérom ckopoctu uMoHuzaimu O2, N2 u O, CneKTpoB KHHETHYECKOU
HEPIUM <KTOpsiYMX>> aTOMOB KHCIOpPOJa M a30Ta BCIEACTBHE (POTOAMCCOIMALINU, HX
GyHKUMH pacmpeneNneHUs Ha pa3HbIX BBICOTAX M CHEKTPOB KHWHETHMYECKOW HSHEPruu
(GoTo31eKTpOoHOB. J[aHHBINA MOAXOA OBLI MCIOJIB30BAaH TaKXKe JUIsl OLEHKH TEMIIOB HOTEpU
BOJIbI Ha Mapce BCIIEACTBHE HETEIJIOBOM IUCCHUIAIUMHM TDKENBIX aTOMOB M3 aTMocdepsl
wiaHeTsl. [loMMMoO 3TOro, posib BOJABI B MAapCHAHCKOH aTrMmocgepe u3ydanach Ha APYTUX
MOJIEIISAX ¢ YYETOM BKIaJa (POTOIM3a U XUMUYECKUX PEAKIH.

K nanHOoMy pasneny ucciieoBaHMM OTHOCHUTCS TakKKe MOJEIMpPOBaHHME 0Opa3oBaHUS U
HBOJIIOIIMM BHYTPEHHEH KOMBI KOMETBHI, C OJPOOHBIM U3yYCHUEM MPOIIECCOB MOJIEKYIISIPHOTO
IepeHoca B MOPUCTOM sfipe, CyOIMMalMM ra3a M MbUIM C MOBEPXHOCTH JIEASHOIO sjpa,
(dbopMHpOBaHUS U pagUaATBHBIX MPOQUIEH MakpornapaMeTpoB KHYICEHOBCKOIO CIIOSl y €ro
noBepxHoctd. MM coBmectHOo ¢ A.B. KomecHuuenko Obumd caenaHbl OIEHKH BKJIAJa
HETPaBUTALMOHHBIX BO3MYILEHUN B JBM)KEHHE KOMETHI Ha pa3HbIX ynaneHusax or CousHua.
[ToMumo 3TOrO, OBUIM NOJYYEHBI pajuanbHbIE NMPO(GUIN MAKPONAPAMETPOB Pa3pEKEHHOTO
raza B Ta30BOM 00010YKe KOMETHl [ammes M OLEHEHO TOJOXeHHe HabIIaaeMoro
(hOTOMETPUYECKOTO SIApa, CMEIMEHHOTO OTHOCHUTEIBHO (PU3MUECKOro siapa u3-3a 3(P(HEeKToB
CBETOpACCESHUS MbUIbI0. DTH PE3YJIbTAThl HCII0JIb30BaUCh B IipoekTe BEI'A.

B paborax M.Sl. MapoBa nmo MexaHWKe KOCMHYECKHX W MPUPOJIHBIX Cpell 0c000e MECTO
3aHMMAIOT  MCCJIENOBaHUS MO  MpoOieMaM  TypOYJNEHTHOCTH  MHOTOKOMIIOHEHTHBIX
pearnpyomux ra3oB. OHM NPOBOAMIMCH HAa NPOTSHKCHUM IOYTH TPEX AECATUICTHH H
IIPOAOJDKAIOT YCIEIIHO pa3BUBaThCs B HacTosilee BpeMs coBmecTHO ¢ A.B. KonecHuueHko.
Pesynbrartsl, BKJIIOYAIOIINE OCHOBOIIOJIATal0IUe TEOPETUYECKHE HOJIXOJBI,
COOTBETCTBYIOIIMN MaTeMaTHUYECKUH ammapaT, METO/Abl IOCTAHOBKU U PEIICHUS MOJAEIbHBIX
3ajiad, OTPa)XXCHbl B MHOTOYMCIIEHHBIX IYOJIMKAlMsIX M psAAe MOHOrpauili aBTOpOB,
BBINYILEHHBIX BEIYLUIMMHM OTEUECTBEHHBIMU M 3apyOeXHbIMM H3aaTenbcTBamMu «Haykay,
«bunom. JlaGoparopus 3Hanmit», «Kluwer Academic Publishers» u «Springer» (cM. cimcox
autepatypsl [1-16]). DT uccienoBaHus B 3HAUMTEIBHOM CTENEHUM OPUEHTHPOBAHBI Ha
npoOJaeMbl KOCMOTOHMH, OHBOJIOLMM Ta30MbUIEBBIX aKKPELIMOHHBIX JHUcKoB. Cruenyer
NOJYEPKHYTh, YTO B JTHX padoTax HAmUIo CBOE OTpaXCHHWE HOBOE HANpaBJICHUE B
UCCIICIOBAaHUAX HEOJHOPOJHBIX TYpPOYJIEHTHBIX Cpe€ll, KOIJa Y4YUTBIBAETCS HaJIW4Me
XUMHUYECKHUX pEakUUil MEKAY ra30BbIMM KOMIIOHEHTAaMH, a TAK)KE BIMSHHUE NBLIM B Cllydae
rereporeHHoN cpenbl. CylIeCTBEHHON HOBU3HOM OTJIMYAETCS TaKKe€ pPacCMOTPEHUE
THJIPOAMHAMUYECKOHN CIIUPAIbHOCTH U A(PPEKTUBHOCTH 0Opa30BaHUs MBLIEBBIX KJIACTEPOB B
TypOYJIEHTHBIX BUXPSIX.

3.2 Ilna”eTHBIE HCCJIEJOBAHNS HA KOCMHYECKHUX alaparax, pa3padorka MmoaeJieil Ha
OCHOBE JAaHHBIX U3MePeHuil

DTOT OONBIION pa3aen Hay4YHBIX UCCICIOBAHUM IIEIMKOM CBS3aH C SKIEPUMEHTAIBHBIMU
pesynapTaTamu. Hambomee kpymHbIe pe3yiabTaThl Obutm moiydeHbl M.S. MapoBeiM B
nccienoBanusaXx BeHeppl Ha KocMmuueckux ammapaTtax «Benepa-4» — «Benepa-14» (1967—
1981). EMy noBenock BMecCTe ¢ KOJIJIETaMH OCYIIECTBUTH TIEPBBIC B MUPE TIPSMbIC U3MEPEHUSI
napaMeTpoB arMmocepsl BeHepbl, W3MEpUTh 3HAYCHUS TEMIIEpaTypbl W [aBICHUS Ha ee
MOBEPXHOCTH, U3YUYUTh TEPMOJMHAMUYECKHE CBOICTBa aTMoc(hepHOro rasa. beuium n3ydeHsl
0COOEHHOCTH JMHAMHMKHM aTMOC(Epbl, MOJy4eHbl MNpo(uianM BeTpa MO BHICOTE IyTEM
JOTIIIJIEPOBCKUX M3MEPEHUI NpU CIyCKe KOCMUYECKUX MOCAJA0YHBIX anmapaToB M U3MEpeHa
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CKOPOCTb BETpa Ha OBEPXHOCTHU MOCPECTBOM YAIIEUYHbIX aHEMOMETPOB. JTU HUCCIEIOBAHUS
MOATBEPIUIN Hamuuue Ha Benepe atMmocdepHoit cymeppotaruu. Takke BIEpBBIE B MHUPE
ObUIM MIPOBEACHBI U3MEPEHHUS XapaKTepa YMEHBIIEHHUs C BHICOTOW COJTHEYHOrO M3IY4YEHUs B
HECKOJIbKUX JUana3oHax CIEeKTpPa, MOJyuyeHbl 3HAUYEHHUs OCBEIIEHHOCTH Ha MOBEPXHOCTU U
C/eTaH BBIBOJ O MpeoOJiaflaHuU KPACHBIX JIydel, MPUIAIOIIUX MOBEPXHOCTH OPAH>KEBBIN
OTTEHOK. DTH M3MEpEHHs MO3BOJIMIIN IMepeiaTh CHadana 4€pHo-Oelble, a 3aTeM U LIBETHbIE
IIaHOpaMbl IOBEPXHOCTH, a TAKXKE MOIYYUTh NIEPBbIE JAHHBIE O PACIIOIIOKEHUU U CTPYKTYpe
obmakoB. BmepBeie OblTa ompeneneHa CIOUCTas CTPYKTypa ©  MHUKPO(PU3HYECKHE
XapaKTEPUCTHUKH OCHOBHBIX OOJIAKOB - HAIMYME TPEX CIOEB M MEPEXOTHBIX 30H, COCTOSIINX
U3 TPEX MOJ YaCTHI] MUKPOHHBIX Pa3MEpOB C Pa3IMUHbIMH MOKa3aTeAMU MPEIOMIICHUS. DTO
MO3BOJIMJIO CJIEJIaTh BBIBOJ O TOM, YTO YACTHIIBI 00JIAKOB COBEPILIEHHO OTIUYHBI OT BOJASHOTO
JbAa U 00pa30BaHbl BEIIECTBOM JPYroi MPUPOIbl, KOTOPOM OKa3alach KOHIIEHTPUPOBAaHHAs
cepHas kucioTa. [IoMmruMo 4E€TKOTO OIpeeieHus] PaclooKEeHHUs 00JIAYHbIX CIOEB Ha BHICOTE
oT 49 o 68 KM HaJ MOBEPXHOCTHIO, OBIJIO TAaK)KE BBIABJICHO HAIMUWE moo0madHoi (49 1035
KM) ¥ HaJI0OJIa4HOH (BBIIIE 68 KM) JBIMKH.

bonwsmoe BHumanue M.SI. MapoB ynensn pa3paboTke MoJeneil, B OCHOBE KOTOPBIX
Jeanu, B TIEPBYIO OYepelb, IOJIyY€HHbIE UM COOCTBEHHBIE HAaHHBIE H3MEPEHHU. ITO
KacaJloCh CTPYKTYPBI aTMOC(EpPHI B 00JIaKOB, TEIJIOBOTO PEXUMa B aTMOCHEPHON TUHAMUKHI
Beneprl. Ha ocHOBe MpsIMBIX M3MEPEHHH BBICOTHBIX Mpoduieil Temreparypsl, JaBICHUS H
CKOPOCTH TOpPU30HTAIBHOTO BeTpa Ha KA «Mapc-6» Oblna co3maHa MOAENb, B XOPOIIEM
COIJIaCHH C KOTOPOW OKa3alUCh Mocienyomue 0ojee MOoJHbIe N3MEPEHUsT Ha aMEPHUKAHCKUX
NOCAJOYHBIX anmnaparax «BUKHHI». OTH HCCIEAOBaHUSA CTUMYJIUPOBAIM B JaJbHEHUIIEM
pa3paboTKy METOAMKH, MO KOTOpoil Obu1 co3man mpubdop «Tepmodod» nns uzmepeHuit
TEPMUYECKUX XapakTepucTuk mnosepxHoctu doboca Ha KA «Doboc-I'pyHT» U mpuOOpEI
«Tepmo-JI» st aHanoruuHbeIX M3MepeHuil Ha nosepxHoctu Jlynsl Ha KA «Jlyna-Pecype».
Haxkonern, cienyer ynoMsHyTh 0 paboTax Mo MEXaHHUKE HEBECOMOCTH, B KOTOPHIX Muxami
SIkoBJEeBMY y4acTBOBajJ B TEUYEHHE psja JIET BMECTE€ CO CBOMMH KOJIJIETaMU. DTHU pabOThI
MO3BOJIMJIM €MY JIOCTaTOYHO INTyOOKO BHUKHYTH B 3TOT MEPCHEKTUBHBIN pa3esl KOCMHYECKUX
HCCJIEIOBAaHUM U OIMYOJIMKOBATH Psii COBMECTHBIX Hay4HBIX PaloT.

3.3 Ili1aHeTHasi KOCMOTOHMS U KOCMOXMMHUS -MIPOUCXO0KIeHUE U 3BoTIonun CoTHeYHOM
CHCTEMbI M TUIAHETHBIX CUCTEM Yy IPYIruX 3BE3/1

OTO HampaBlIeHHE HWCCIEAOBaHUI, Ha KOTOPOM COCpPEAOTOYEHBbI HHTEpechl Muxauia
SlkoBneBnua MapoBa B TE€UYEHHE TOCICIHUX JBYX ACCATUIICTHH. DTa BETBb acTpO(U3UKH,
HN3BCCTHASA KaK IIJIaHCTHAsA KOCMOI'OHUA, YXOAWUT CBOMMH KOPHIAMHU B CPCIHUC BCKa, B
ocHoBornozaratomue uaen Kanra-Jlamimaca o nporucxoxaeHUU COTHEYHOM cuctembl. OIHAKO
9TO HAIpaBJICHUE MPHOOPENo OONBIION MMITYJIBC JIUIIL B MOCIETHEE BPEeMsl, KOTJa CTalu
JNOCTYNHBI ~ HAaOMIOACHUSI  OKOJIO3BE3IHBIX  JUCKOB C  TIOMOINBIO  COBPEMEHHBIX
ACTPOHOMHYCCKUX HWHCTPYMCHTOB, a TaKiKC 6J1ar0ﬂap;1 OTKPBITUIO 3K30IUIAHCT W HOBBIM
BO3MOXXHOCTSIM MaTE€MaTHYE€CKOIO0 MOJEIHUPOBAHMSI C HCIOJIB30BAHUEM COBPEMEHHBIX
KOMIIBIOTCPOB. Bonbnioit BKJIaJl BHOCUT aHAJIN3 CTPYKTYPhbI U COCTaBa BHEC3CMHOI'O BCIUICCTBA,
MO3BOJIAIOIINN PEKOHCTPYHPOBAaTh paHHUE TMPOLECCHl XHUMHUYECKUX peakuui, (a3zoBbIX
NepeXo/I0B U Jp.

Teopernueckold OCHOBOW  CO3MaHMsI MOJENICH CIYXHUT (u3nuueckass MexaHUKa,
COBpPCMCHHBIM pPa3aciioM KOTOpOfI ABJIACTCA MCXaHHKAa KOCMHUUYCCKHUX U HNPHUPOIAHBIX CPCI.
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[Ipo6nembl 1 METOBI MOJICTMPOBAHNUS, OXBAThIBAEMbIE TUIAHETHONH KOCMOTOHHUEH, BKIIIOYAIOT
3aJjauM TEIUIOMAacCOIepeHoca, TypOyIeHTHOCTH, (PU3NYECKON KHUHETUKH, U BO MHOTOM OHH
CBSI3aHBl C a’poHOMHUEH. B mocineanue necaTtwneTuss K HUM J00aBHIACh KOCMOXUMHUSL.
OrpaHu4eHHUsIMH, HaKJIaJbIBAEMbIMH Ha MOJIEJIH, CIIYKaT UCCIIE0BaHUS CTPYKTYPbI, XUMUKO-
MHUHEPAJIOTUYECKOTO COCTAaBa BEILECTBA METEOPHUTOB, CHEIM(PUKH H30TOMHBIX OTHOIICHUN
XapaKTepHBIX DJIEMEHTOB, COCTAaBJSAIONIME MpeIMET KOCMOXMMHH U  IO3BOJIAIONINE
PEKOHCTPYHpOBATh MPOIECCHl MPOMCXOXKIACHUS M OSBOJIIOUMU HEOECHBIX Tel U, B
COBOKYITHOCTH C pa3BHBAeMbIMU MOJIEJISIMH, - TUIAHETHON CHUCTEMBI B IIeJioM. B mHCTUTYTE
I'EOXU um. B.M. Bepnaackoro oOecrneynBaeTcss HEOOXOIUMBIH CHHEPTH3M 3THX IBYX
noaxoaoB. Kommiekc uccnenoBaHuii BKIItOYaeT B ceOsl MOJCIMPOBAHUE PAHHEH DBOJIIOIIMH
ra3omnblUIeBOr0 TYpOyJEHTHOIO aKKPEMOHHOTO JUCKAa Ha OCHOBE MEXAHUKU T'eTePOTreHHBIX
cpena, B ToM yucie ¢ yuérom marautoruapoauHamudeckux (MI'[) addexro. CoBMecTHO ¢
KoJIeraMH pa3pa0oTaHbl MOJIENN TEPMUYECKOM M TUHAMUYECKOM OHBOJIOIHMM JUCKa Ha
CTaJIUY aKKPEIMH BEIEeCTBA U3 MOJIEKYJISIPHOrO 00Jlaka Ha MPOTOCOJIHIIE, TOJTYYEHbI YCIOBHS
dopmupoBaHuss CcyOaucKa, ero (QparMeHTalMu Ha pPBIXJIbIE Ta30IbLICBBIE CrYIICHUS
BCJIC/ICTBUE TPABUTALMOHHONM W/MIUM TUAPOJAUHAMUYECKOM HEYCTOHYMBOCTH M UX
NOCJEAYIOEro YKPYIMHEHHsI TPH CTOJKHOBEHHSAX, OTBEYAIOIIME OrPAaHUYCHUSIM Ha
COXpaHEHHE YTII0BOI'O MOMEHTA.

3HauuTeNbHOE BHUMaHMe Muxaun SkoBneBuu yxpensu, HauvHag ¢ 1990-x 1T
HCCIIEIOBAHUIO MHTpAallMOHHBIX TponieccoB B ConHewyHoil cucteme. (COBMECTHO ¢
C.H. UnaToBbIM MM pa3BUTa MOJENb MHUTPALMU JEISHBIX Tl U TBUIEBBIX YacTUI] U3
BHemHUX oOsacteit ConHeuHol cuctemsl (mosica Koitnepa), uX mpoMeKyTOYHOTO 3axBaTa Ha
opouThl, epecekaromue opoury Onurepa, u nocnenyromuiero apevida Ha opoutsl [maBHOTO
nosica acTepoOUJIOB U K IUIaHeTaM 3eMHON rpynmbl. ClieICTBUEM MOJIETH SIBISETCS BBHIBOI O
TOM, YTO Ha 3Tane UHTCHCUBHOW OOMOApIUpPOBKM KOMETaMHU U acCTEPOMIAMH THIA YIIUCTHIX
XOHJIPUTOB 3eMJisi MOrja MOJIYYUTh 3a CUET TeTePOreHHOW aKKpeUWH KOJIMYECTBO BOJBI,
COIIOCTaBUMOE C €€ CO/Ep)KaHHEeM B 3€MHBIX OKEaHax, YTO MOIJIO KOMIIEHCHPOBATh YTpaTy
JeTy4YuX Ha craguu (OPMUPOBAHHUS IJIAHET 3€MHOM TPYIIBI MPU BBICOKUX TeMIlepaTypax
BOmm3n ConHila. AHanoruuHele 0OBEMBbI BOJABI MOTJIM MONy4yuTh Benepa m Mape, uto
MOJIKPEIUISIeT TUIOTe3y O CYIIECTBOBAHMM Yy HHMX JAPEBHUX OKEaHOB. DTO HaIpaBlieHUE
UCCIICIOBAaHUN HAIIPSIMYIO CBSI3aHO TaKXKe C MPOOJIEMOM MPOUCXOKICHUS 36MHON OHOChEpHI.
[To pazneny xocmoronnu Muxaun SIKOBIEeBHY OIYOJMKOBAaHbI MHOTOYHCIIEHHBIE CTaThbU U
psaa moHorpaduit. Cpenu HuX MoHorpaduu c¢ npod. A.B. KonecHmuenko mo mpoOiemam
TypOyJEHTHOCTH U CaMOOpraHU3aluu, MPUUEM HMX COAEpXaHHEe B 3HAUUTEIHLHOW CTENeHU
CBSI3aHO € MpoOJeMaMM IUTAaHETHONW KOCMOTOHHMH. OnyOJuKOBaHbI COOPHUKH, TOCBAIIEHHBIC
npobiemMaM xaoca, Ha (OHE KOTOPOrO BO3HHKAIOT YIHOPSJAOYEHHBIE CTPYKTYpHl B
KOCMHYECKOW TypOyau30BaHHOW cpeme, u mpobiemamM o00pa3oBaHUS H  DBOJIIOIUH
acTpoduznueckux auckos [4,6,9,11].

4. MEXAYHAPOJHOE COTPYIHUYECTBO U IIEJATI'OI'HYECKAS
JAEATEJIBHOCTD.

B npodeccuonansHoil aesrenbHocTH akaa. M.SI. Maposa, ocoOeHHO B mepuoa padoThl B
MHTC no KW, cymecTBeHHOE MECTO 3aHMMald  BONPOCHl  MEXKIYHapOIHOTO
cotpyaandectBa. C Havanma 1960-x rr. oH TecHO obOmancs ¢ coTpynHukamu Komuccun mo
WCCJICIOBAHUIO W MCTIOJIh30BAaHUIO KOCMHUYECKOTO MPOCTPAHCTBA (KOTOpas Oblia OTKPHITHIM
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opranoM MHTC mno KW) u e€ mnpeacemareneM — 3aMedaTelbHBIM —YEJIOBEKOM
A.A. brnaronpaBoeiM. B 1965 r. M.B. Kennpimn npuBnék Muxauna SkoBneBnua k padbore
CO3IaHHOTO JJIi MEXAYHapOJIHOTO COTPYIHMYECTBA CTPaH COLHUAIMCTHYECKOTO Jareps
Coseta «HTEpKOCMOCY», K KOTOPOMY BCKOpE MpUMKHYNa DpaHius, U 3Ta ero AeATelIbHOCTh
IpoJIoJDKalach B Te€4eHHE MHOTHX JjeT. C 3Toro ke BPEeMEHH HAdaluCh €ro 3apyOeskHbIe
MOE3JKK NIl y4acTWsi B Pa3IMYHBIX KOH(MepeHIusx W cumnosuymax. M.S. Mapos
BO3IVIABIIST PsIi KOMHCCHHA H  pa0oyux TPYyNI B TaKUX MEXAYHAPOAHBIX HAYIHBIX
opranm3amusax kak COSPAR, IAF (International Astronautical Federation), IAGA
(International Association of Geomagnetism and Aeronomy), IAMAP (International
Association of Meteorology and Atmospheric Physics), n3bupancs npe3uaeHTOM CHadasa
PaGoueii rpynmer 16, a 3atem JuBuzuona Il (Ilnanetneie nccienoBanus) MexIyHapOIHOTO
actpoHoMuueckoro coro3a (International Astronomical Union - IAU). Co wmHOTHEMH
3apy0OexHBIMU KoJuleramMu y Muxania SIkoBieBHYa CIOKHUINUCH PYKECTBCHHBIE OTHOIICHHUS,
cpeaM HUX Takue Bwimatomuecs yuénele, kak Kapn Caran (Carl Edward Sagan), Tomac INomp
(Thomas Gold), XKak bramon (Jacques Blamont), 'opmon Ilerrenrun (Gordon H. Pettengil),
Yunesam Upsaiin (William Irvine), bpegq Cmut (Brad Smith), To6u Oysn (Tobias C. Owen),
I'aponsn Masypckuit (Harold Masursky), Jxeppu Codden (Gerry Soffen), Maiikn Kapp
(Mikhael Carr), CtuB Caynaepc (Stiff Saunders), xum Xo1 (James Head), Hacnim XanTpecc
(Wesley Huntress) u ap.

B 1971 r. 6su10 moanucano neproe Cornamenue mexny Axkagemueit Hayk CCCP u HACA
CHIA o coTpyaHuyecTBE B KOCMHUYECKMX HccleqoBaHusix. Ero moanucanu npesuaeHt AH
CCCP M.B. Kenapimi u nepBwiii 3amectutens aupektopa HACA JIxopmx [Hevisun Jloy
(George David Low) Bo Bpemst BU3UTa aMEpUKAaHCKOM Aeneraiiui B MockBy. beuin coznanbl
yeTelpe coBMecTHble Paboume rpymmbel: Kocmoc, Jlyna u mmanetsl; Kocmmueckas
meteopoiorusi; Kocmuueckas cBsizb; Kocmuueckas 6uonorus u megununa. M. 5. Mapos. 6611
Ha3Ha4YeH compencenateneM Pabodeit rpynmbel 1mo kocmocy, JlyHe u TmuiaHeTam, a c
aMepUKaHCKOW CTOpoHBI UM crtan nomomHuk Jupextopa HACA Hoane Xunnaepc (Noel
Hinners). B wactHocTH, B pamkax 3Toil Paboueil rpynmbl ObIT OpraHM30BaH TEJIEMOCT JIsS
KOOpJAMHAIIMK HCCieoBaHui Mapca nmpu moMoIy COBETCKOro M amepukaHckoro KA, ¢ nByx
ctopoH kotoporo Obm M.A. MapoB u Jxeppu Codden. Muxaun SKOBIEBHY aKTHBHO
y4acTBOBAJI B MEXKIYHAPOJHOM COTPYIHUYECTBE 1O NpoekTy «Dodoc-I'pyHT».

Y M.A. MapoBa OOJBIION OMBIT MENAroTHYECKON pabOThI, BKIIOYAs YTCHUE JIEKIMA U
PYKOBOJCTBO acmupaHTamMu. MM moaroroBieHo cBbime 20 KaHAMAATOB U JIOKTOPOB HayK.
Ceeimie 30 ser Muxaun SIKoBiIEBHY COTpYJHHYAET ¢ MeEXIyHaApOIHBIM KOCMHUYECKUM
yauBepcureToM (International Space University — ISU). OH, 1o cymiecTBy, HaXOIWJICA y €T
HUCTOKOB, BO3IJIABJSASl MHOTO JieT (haKyJabTeT KOCMUYecKoW (u3uku, wu3bupancs B
Axanemnueckuil coet u Coser aupexkropoB. Haunnas ¢ 1989 r., oH exerogHo 4yuraer Kypchl
JeKIUHA B ATOM YHUBEPCHUTETE, KOTOPHIM BBIMTyCKaeT OYyAyHUIMX BEIyUIMX CHEIHAIUCTOB B
00J1aCTH OCBOCHMS KOCMOCAa Ha MEXKIYHAPOAHOM, MEKAUCUUIUIMHAPHOW M MEXKKYJIbTYpHOU
(31) ocHOBE ¢ HUCIIOTB30BAHUEM METOJIa MO3TOBOTO MTypMa. Muxawmn SIkoBiIeBUY y4acTBYeT B
pabote ISU, BKiIrOUast Kak MOCTOSAHHBINA Kamityc B CtpacOypre (PpaHIus), Tak U IPOrpaMMbl
JIETHUX CECCHii, MPOXOJAIINE 110 BCEMY MUPY, U ATO €r0 AESITENbHOCTh MOJIY4Hsia BBICOKYIO
oneHky. B 1994-1995 ronax on npenogasan B YHusepcutere CeBepHoit Kaponunsr (CIIA),
paboTas Takke HaJ KOCMHUYeCcKUMH mpoektamu. OH siBiseTcs: npodeccopoM MOCKOBCKOTO
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yHuBepcureta uM. M.B. JIoMoHOCOBa 1 B HacTosIee BpeMsl YUTAET JIGKIUU Ha (haKyJIbTeTe
KOCMHUYECKHUX UCCIIEOBaHUM.

Ha nporskeHun MHorux ser Mwuxawmn SIKOBIEBUY YCIEIIHO COBMEILAECT C HAYYHOU
Hay4HO-OpraHu3aroHHyIo padoty. [lomumo ynomsayron aestenbHocTH B MHTC no KU u
MHOTOYMCIICHHBIX MEXKIYHApOJHBIX OpraHax, OH pa0oTail M MpojoipKaer paboTaTh B
Pa3IMYHBIX KOMHCCHSIX, KOMUTETaxX U coBeTax. B Hacrosiee Bpems sBisieTca WieHOM bropo
Cogera no kocmocy Poccuiickoit akanemuu Hayk (PAH); npencenarenem Komuccuu PAH no
HayyHoMmy Hacienuto K.O. [{uonkoBckoro; 3amecturenem mnpeacenatenss Haydnoro coBera
PAH 1o actpo6H0i0ruy; YiIeHOM 3KCIIEPTHOM KOMUCCHHM TI0 MPONaraHie HayuyHbIX 3HaHUH U
MPUCYKJICHUIO HAYYHBIX MPEeMH 3a Jydire padoThl 1Mo momyispuzanuu Hayku. OH BeneT
IIOCTOSIHHBIA Hay4yHbI cEMUHap B MHCTUTYTe BepHazackoro. bonee 3 ner sBaseTCs Ii1aBHBIM
PEOAaKTOPOM  MEXAYHAapOJHOIO  HAYYHOIO KypHajna «ACTPOHOMHYECKHH  BECTHHK.
UccnenoBanus Comueunoit cuctembl» (Solar System Research) uzmaBaeMoro ogHOBpeMEHHO
Ha PYCCKOM M aHTJIMKWCKOM SI3bIKax, a TaK)K€ BXOAWJI B PEIKOJUIETUHU psla MEXIYHAPOIHBIX
Hay4YHBIX J)KYpHAJIOB.

C 2009 roma Komurer Bcemmpnoro Haciemus IOHECKO (WHC) npusnex Muxauna
SIkoBreBMYa K JAEATENBHOCTH B OOJACTH AaCTPOHOMHM M KOCMHYECKOrO Hacjenus,
HaIpaBJIEHHOW Ha yBEKOBEUEHHE Haunloyiee MPU3HAHHBIX PAKETHO-KOCMHUYECKUX LIEHTPOB U
kocmuyecknx 00bekToB. C 2012 roma oH Bo3MIaBisieT BpeMeHHYI0 Pabouyio rpymmy mo
KOCMHYECKOMY HACIIEAUIO, IPU3BAHHYI YBEKOBEYUTh UCTOPUUECKHE LEHTPBI 110 CO3/IaHUIO U
3allyCKy paKETHO-KOCMHUYECKHMX CHUCTEM, KaK BbIJAIOUIeeCs KyJIbTYpHOE Hacleaue u
nocrosinue Bcero yenoBedectBa. C 2009 roma Komurer Bcemupnoro Hacneauss FOHECKO
(WHC) mnpuBnex Muxamna SkoBneBMYa K JACSATETLHOCTH B O0O0JIACTH AaCTPOHOMHH U
KOCMHUYECKOI'0 HacJequsi, HallpaBJICHHON Ha yBeKOoBeueHHe HanloJsiee MPU3HAHHBIX PaKETHO-
KOCMHMYECKHX IIEHTPOB M KocMHUYeCKHX 00beKkTOB. C 2012 rona oH BO3IIIABISIET BPEMEHHYIO
Pabouyio rpynmy mo KOCMHYECKOMY HAcleAHIo, IPU3BAaHHYIO YBEKOBEUUTh HCTOPUYECKHE
LEHTPbl 1O CO3JAaHUI0 M 3allyCKy PpAaKETHO-KOCMHYECKHX CHCTEM, KaK BBIJAOLIEECs
KYJIbTYpHOE HacJIeIUe U JOCTOSHUE BCETO YEJIOBEYECTBA.

Muxaun SkoBiaeBud omyonukoBan okosno 300 HayyHbIX paboT B pedepupyembix
KypHasax u 18 MoHorpaduii, W3JaHHBIX BEIYIIUMH MHUPOBBIMH OTEYECTBEHHBIMH U
3apyOexHpiMu  u3natensmu  [1-16]. OH Takke BeOeT AaKTHUBHYI MPOCBETHTEILCKYIO
NEeSTENIbHOCTD, TMOMYJISPU3UPYSd HayKy TOCPEACTBOM NyONIMKAUil U  TEeJIEeBU3MOHHBIX
nporpamM. OH sBiISE€TCS aBTOpPOM HauOojiee NPU3HAHHBIX MOMYJSApHbIX KHUT «llmanerst
Conneunoit cuctembl» (Hayka PH, 1981 1-i m 1986 2-it Bemycku) m «Kocmoc. Ot
Conneunoii cucremsl 10 aapa Beenennoit» (PHYSMATLIT, 2016 1-it u 2018 2-ii BbIyckH).

M.S. MapoB Obl1 u30paH JACWCTBUTEIBHBIM UICHOM MeXIyHapOIHOW aKaJeMHuu
acTpoHaBTHKH, WwieHOM bpuranckoro KoposeBckoro actpoHomuyeckoro oomiectBa. Mmeer
HECKOJIbKO OTJIMYHBIX TOCYAApCTBEHHBIX U MEXAyHapoIHbIX Harpaj. OH naypear Haubosee
3acnykeHHoM  JlenmHckot mnpemun u  [ocymapctBennodt mnpemun CCCP.  Ero
IIPABUTEIBCTBEHHbIE Harpaabl BkiIoudaroT opaeH TpynoBoro Kpachoro 3namenu, OpneH
[Touera, Opaen Hpyx06s1 u megamm. CoBceM HETABHO 3a BBIIAIOIIMECS TOCTHXKCHHUS B HAYKE
OH ObUT HarpaxaeH npemueil [lemunosa u 3omotoil memansio Kennpima PAH. Cpenu ero
MEXIyHapOJHBIX Harpaja-npecTuxHas npemus ['anadepra mo acTpoHaBTUKE, TpeMUsi DBUHA
Cudda n menans KOCITAPA Hopnabepra.
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5. BEJIMKHAMW YYUTEJb M.B. KEJIIbIII

B 3akmrouenne xoTenoch ObI erie pa3 MoJauepKHyTh, YTo Muxauny SkosieBuay MapoBy
BhIMAJIa CUACTIIMBAs CyAb0a OBITh B CaMOM IIEHTPE MHOTHUX HCTOPUYECKHX COOBITHA U
HENOCPEJICTBEHHO YYacTBOBAThH B BBLAAIOIINXCS KOCMUUECKUX CBEPIICHUSIX B BEJMKON CTpaHe
- Coserckom Coroze. OH mpuien B 3Ty o01acTh, KOTAa TOJBKO HAYaloCh U3yYeHHE WU
ocBoeHue kocMmoca. EMy n1oBenoch miiogoTBOpHO paboTaTh B 3aMeyaTeIbHON 00JIaCTH HAayKu
Y CO3/IaTh CBOIO HAYYHYIO MIKONTYy. EMy MOCYacTIMBUIOCH IMYHO 3HATh MHOTUX BBIIAIOIIUXCS
JI0iell, MOCBATHUBIIMX ce0S HCCIENOBAaHUIO KOCMOCAa M TMHOHEPCKUM OTKPBITHSM 32
npeenaMu COOCTBEHHOM TuTaHeThl. Muxani SIKoBieBUY ¢
TEIUIBIM YYyBCTBOM BCIIOMHUHA€T MHOTHX U3 Te€X, C KeM
cynpba Tmojapuia BO3MOXKHOCTh COTPYAHHMYATh Ha
KOPOTKOM OTpe3Ke uyenoBedeckoi »ku3Hu. Ho u3 Bcex
COBPEMEHHUKOB OH 0CO0O0 BBIJIENSET CBOETO BEJIHUKOTO
yunrtens McrucnaBa BeeBononosuua Kengeima (puc. 19).
O HEM OH TOBOPHUT CO CMEChI0 OECKOHEYHOTO YBAKCHHUS H
BocxuuieHusi. OH yCBOMJI MHOTO YPOKOB CBOETO yUUTEINS
U B HayKe, U B UICKYCCTBE YIPABJICHUS, HO CAMOE TJIaBHOE
- BOCIPHUHSJ €ro JKU3HEHHYI  ¢uiocopuro
MupoBo33peHune. CaMy BO3MOXHOCTb Y3HaTb 3TOTrO
BBIIAIOIIETOCS YYEHOTO U YAHWBUTEIBHOTO YEIOBEKa,
MHOTO JIET C HHUM TECHO OOIAThCS OH CUUTAET
HACTOALIUM MOJapPKOM CYJbOBI.

[IpuBenennas BBIILIE ouorpadus Muxauna

SkoBneBnua MapoBa — 3T0, IO CYIIECTBY, KpaTKHii 0030p

Puc. 19. Benmkuit yuurens TOrO, YTO €My VYAAJIOCh COBEPLIUTb, BO MHOTOM
M.B. Kenapi. PYKOBOJACTBYSICh COOCTBEHHBIM KUTEHCKHM Kpeno. Panee,

pacckasbpiBasi 00 OCHOBHBIX HAIMPABJICHHUSX €r0 HAy4YHOU U
HAyYHO-OPTaHU3allMOHHON paloThl, MBI OTMEYalIM, YTO MHOTHME pe3yJNbTaThl 3TOM
JNEATETbHOCTH M Pe3yJbTaThl MCCIEIOBAHUNM YYEHOTO OIKUCAHBI B MHOTOYUCIEHHBIX
OIMyOJIMKOBAHHBIX KHHUrax U MoHorpadusx. EcTe, oqHako, cpean 3TUX KHUT OAHA, KOTOPYIO
Muxann SIkoBneBUY 0COOCHHO BBIJCISCT U IIEHUT. JTO — yHUKallbHas KHUTa «KocMuueckue
ucciaenoBanms. M.: Hayka. 1981»), ocHOBY KOTOpO# cOCTaBisieT OJHOWMEHHAs CTaThs,
HancaHHas M.SI. MapoBBIM COBMECTHO CO CBOMM BEIMKHM YYHTENEeM sl COOpHUKA
«OxTaA0psr W HayKay, BBINYIICHHOTO u3aarenbcTBoM «Hayka» B 1977 roay K TOIOBIIMHE
OKTsOpBCKOM PEBOTIOLNY.

WN3numHe roBopuTh O TOM, 4TO Muxaun SKOBIEBUY C TOPAOCTHIO BCIIOMHHAET O
npurnamenuu M.B. Kenzgeima ctate ero coaBTopom B 310 padote. Jluckyccun B mporiecce
MOJITOTOBKH PYKOMUCHU OCTAaBWIIH TTYOOKHIA CJIe/ B €r0 MaMsTH.

Konneru no3znpasnsitor Muxaunna SIkoneBuda ¢ 3aMedaTeabHbIM I00UIEEM U KENAI0T eMy
€lIe MHOTHUX JIET aKTUBHOM >KM3HU U TUIOJJOTBOPHOM JESITEIIbHOCTH.
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